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HYPERBOLICITY AND FUNDAMENTAL GROUPS OF
COMPLEX QUASI-PROJECTIVE VARIETIES

Benoı̂t Cadorel, Ya Deng, Katsutoshi Yamanoi

Abstract. — This paper investigates the relationship between the hyperbolicity of complex quasi-
projective varieties 𝑋 and the (topological) fundamental group 𝜋1(𝑋) in the presence of a linear
representation 𝜚 : 𝜋1(𝑋) → GL𝑁 (C). We present our main results in three parts.

Firstly, we show that if 𝜚 is a big representation and the Zariski closure of 𝜚(𝜋1(𝑋)) in GL𝑁 (C)
is a semisimple algebraic group, then for any Galois conjugate variety 𝑋𝜎 := 𝑋 ×𝜎 C where
𝜎 ∈ Aut(C/Q) is an automorphism of C, there exists a proper Zariski closed subset 𝑍 ⫋ 𝑋𝜎 (C)
such that any closed irreducible subvariety 𝑉 of 𝑋𝜎 (C) not contained in 𝑍 is of log general type,
and any holomorphic map from the punctured disk D∗ to 𝑋𝜎 (C) with image not contained in 𝑍
does not have an essential singularity at the origin. In particular, all entire curves in 𝑋𝜎 (C) lie on
𝑍 . We provide examples to illustrate the optimality of this condition.

Secondly, assuming that 𝜚 is big and reductive, we prove the generalized Green-Griffiths-Lang
conjecture for all Galois conjugate varieties 𝑋𝜎 . Furthermore, if 𝜚 is large in addition to being
big, we show that the special subsets of 𝑋𝜎 that capture the non-hyperbolicity locus of 𝑋𝜎 from
different perspectives are equal, and this subset is a proper Zariski closed subset if and only if 𝑋 is
of log general type. We also obtain a structure theorem for these algebraic varieties.

Lastly, we prove that if 𝑋 is a special quasi-projective manifold in the sense of Campana or ℎ-
special, then 𝜚(𝜋1(𝑋)) is virtually nilpotent. We provides examples to demonstrate that this result
is sharp and thus revise Campana’s abelianity conjecture for smooth quasi-projective varieties.

To prove these theorems, we develop new features in non-abelian Hodge theory, geometric
group theory, and Nevanlinna theory. Along the way, we also prove the generalized Green-
Griffiths-Lang conjecture for quasi-projective varieties 𝑋 admitting a morphism 𝑎 : 𝑋 → 𝐴 with
dim 𝑋 = dim 𝑎(𝑋) where 𝐴 is a semi-abelian variety, and a reduction theorem for reductive
representations 𝜋1(𝑋) → GL𝑁 (𝐾) where 𝐾 is a non-Archimedean local field 𝐾 .
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Résumé (Hyperbolicité et groupes fondamentaux des variétés complexes quasi-projectives)
Cet article étudie les liens entre l’hyperbolicité d’une variété complexe quasi-projective 𝑋 et son

groupe fondamental (topologique) 𝜋1(𝑋), en présence d’une représentation linéaire 𝜚 : 𝜋1(𝑋) →
GL𝑁 (C). Nous présentons nos résultats principaux en trois parties.

Tout d’abord, on montre que si 𝜚 est une représentation “big” telle que l’adhérence de Zariski de
𝜚(𝜋1(𝑋)) dans GL𝑁 (C) est un groupe algébrique semisimple, alors pour toute variété conjuguée
de Galois 𝑋𝜎 := 𝑋×𝜎C où𝜎 ∈ Aut(C/Q) est un automorphisme deC, il existe un fermé de Zariski
propre 𝑍 ⫋ 𝑋𝜎 (C) tel que toute sous-variété fermée irréductible 𝑉 de 𝑋𝜎 (C) non contenue dans
𝑍 est de type log-général, et aucune application holomorphe du disque épointé D∗ vers 𝑋𝜎 (C),
d’image non contenue dans 𝑍 , n’a de singularité essentielle en l’origine. En particulier, toutes les
courbes entières de 𝑋𝜎 (C) sont inclues dans 𝑍 . On donne aussi des exemples illustrant l’optimalité
de cette condition.

Dans un second temps, en supposant que 𝜚 est “big” et réductive, on montre la conjecture de
Green-Griffiths-Lang généralisée pour toute variété conjugée de Galois 𝑋𝜎 . En outre, si 𝜚 est
“large” en plus d’être “big”, on montre l’égalité entre les différents sous-ensembles spéciaux de
𝑋𝜎 , que l’on peut voir comme autant de lieux de non-hyperbolicité de 𝑋𝜎 dépendant du point de
vue choisi. On montre aussi que cet ensemble est un fermé de Zariski propre si et seulement si 𝑋
est de type log-général. On obtient aussi un théorème de structure pour ces dernières variétés.

Enfin, on montre que si 𝑋 est, ou bien une variété spéciale quasi-projective dans le sens de
Campana, ou bien une variété ℎ-spéciale, alors 𝜚(𝜋1(𝑋)) est virtuellement nilpotent. On donne
des exemples illustrant le caractère optimal de ce résultat, et l’on donne une version mise-à-jour de
la conjecture d’abélianité de Campana dans le cas des variétés quasi-projective lisses.

Pour obtenir tous ces résultats, on développe de nouveaux outils en théorie de Hodge non-
abélienne, en théorie géométrique des groupes et en théorie de Nevanlinna. Dans le même temps, on
montre aussi la conjecture de Green-Griffiths-Lang généralisée pour les variétés quasi-projectives 𝑋
admettant un morphisme 𝑎 : 𝑋 → 𝐴 avec dim 𝑋 = dim 𝑎(𝑋), où 𝐴 est une variété semi-abélienne,
ainsi qu’un théorème de réduction pour les représentations réductives 𝜋1(𝑋) → GL𝑁 (𝐾) où 𝐾 est
un corps local non-archimédien.
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INTRODUCTION

0.0. Hyperbolicity and fundamental groups

The study of hyperbolicity properties of complex algebraic varieties with big (topological)
fundamental groups is a fundamental topic in algebraic geometry. In particular, for projective
varieties whose fundamental groups admit a linear semisimple quotient, this topic has been exten-
sively studied, with [Zuo96,Yam10,CCE15] confirming the expectation that such varieties possess
hyperbolicity properties. A linear algebraic group 𝐺 over a field 𝐾 is called semisimple if it has
no non-trivial connected normal solvable algebraic subgroups defined over the algebraic closure
of 𝐾 , and has positive dimension. Specifically, Campana-Claudon-Eyssidieux [CCE15, Theo-
rem 1] proved that a smooth complex projective variety 𝑋 with a Zariski dense representation
𝜚 : 𝜋1(𝑋) → 𝐺 (C), where 𝐺 is a semisimple linear algebraic group over C, is of general type
when 𝜚 is big. In addition, the third author [Yam10, Proposition 2.1] proved that 𝑋 does not admit
Zariski dense entire curves 𝑓 : C→ 𝑋 .

A representation 𝜚 : 𝜋1(𝑋) → 𝐺 (C) is said to be big, or generically large in [Kol95], if for
any closed irreducible subvariety 𝑍 ⊂ 𝑋 containing a very general point of 𝑋 , 𝜚(Im[𝜋1(𝑍norm) →
𝜋1(𝑋)]) is infinite, where 𝑍norm denotes the normalization of 𝑍 (see Definition 1.6.3). It is worth
noting that a stronger notion of largeness exists, where 𝜚 is called large if 𝜚(Im[𝜋1(𝑍norm) →
𝜋1(𝑋)]) is infinite for any closed subvariety 𝑍 of 𝑋 . In this paper, we aim to generalize and
strengthen the above theorems by Campana-Claudon-Eyssidieux and the third author to complex
quasi-projective varieties.
Theorem A (=Theorem 8.3.1). — Let 𝑋 be a complex quasi-projective normal variety and let
𝐺 be a semisimple algebraic group over C. If 𝜚 : 𝜋1(𝑋) → 𝐺 (C) is a big and Zariski dense
representation, then for any automorphism 𝜎 ∈ Aut(C/Q), there is a proper Zariski closed subset
𝑍 ⫋ 𝑋𝜎 where 𝑋𝜎 is the Galois conjugate variety of 𝑋 under 𝜎 such that
(i) any closed subvariety of 𝑋𝜎 not contained in 𝑍 is of log general type. In particular, 𝑋𝜎 is of

log general type.
(ii) Any holomorphic map 𝑓 : D∗ → 𝑋𝜎 from the punctured disk D∗ to 𝑋𝜎 with 𝑓 (D∗) ⊈ 𝑍

extends to a holomorphic map from the diskD to a projective compactification 𝑋𝜎 of 𝑋𝜎 (i.e.
𝑋𝜎 is pseudo Picard hyperbolic). In particular, all entire curves in 𝑋𝜎 lie on 𝑍 (i.e. 𝑋𝜎 is
pseudo Brody hyperbolic).

It is worth noting that every pseudo Picard hyperbolic variety is pseudo Brody hyperbolic (cf.
Lemma 4.0.3). We also mention that the two conditions for the representation 𝜚 in Theorem A
are essential to conclude the two statements in Theorem A, as discussed in Remark 8.3.2. Both
statements in Theorem A are new even in the case where 𝑋 is projective, and the proof of Theorem A
involves several new techniques (see Remark 8.3.3 for more details).

It is noteworthy that the condition of bigness for the representations 𝜚 in Theorem A is not
particularly restrictive, unlike the requirement for a large representation. In fact, in Proposition 2.0.5
we demonstrate that any linear representation of 𝜋1(𝑋) can be factored through a big representation
after taking a finite étale cover. This result, combined with Theorem A, yields a factorization
theorem for linear representations of 𝜋1(𝑋).
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Corollary B (⫋Corollary 10.0.7). — Let 𝑋 be a complex quasi-projective normal variety and let
𝐺 be a semisimple algebraic group overC. If 𝜚 : 𝜋1(𝑋) → 𝐺 (C) is a Zariski dense representation,
then there exist a finite étale cover 𝜈 : 𝑋 → 𝑋 , a birational and proper morphism 𝜇 : 𝑋 ′ → 𝑋 ,
a dominant morphism 𝑓 : 𝑋 ′ → 𝑌 with connected general fibers, and a big and Zariski dense
representation 𝜏 : 𝜋1(𝑌 ) → 𝐺 (C) such that

— 𝑓 ∗𝜏 = (𝜈 ◦ 𝜇)∗𝜚.
— There is a proper Zariski closed subset 𝑍 ⫋ 𝑌 such that any closed subvariety of 𝑌 not

contained in 𝑍 is of log general type.
— 𝑌 is pseudo Picard hyperbolic, and in particular pseudo Brody hyperbolic.

In particular, 𝑋 is not weakly special and does not contain Zariski-dense entire curves.
Note that by Campana [Cam11a], a quasi-projective variety 𝑋 is weakly special if for any finite

étale cover 𝑋 → 𝑋 and any proper birational modification 𝑋 ′ → 𝑋 , there exists no dominant
morphism 𝑋 ′ → 𝑌 with 𝑌 a positive-dimensional quasi-projective normal variety of log general
type.

Corollary B generalizes the previous work by Mok [Mok92], Corlette-Simpson [CS08], and
Campana-Claudon-Eyssidieux [CCE15], in which they proved similar factorisation results.

0.1. On the generalized Green-Griffiths-Lang conjecture

Building upon Theorem A, we further investigate the generalized Green-Griffiths-Lang con-
jecture (cf. Conjecture 1.7.5)and its relation to the non-hyperbolicity locus of a smooth quasi-
projective variety 𝑋 , under the weaker assumption that 𝜋1(𝑋) admits a big and reductive represen-
tation. Specifically, we introduce four special subsets of 𝑋 that measure the non-hyperbolicity locus
from different perspectives, as defined in Definition 0.1.1. Our main result, given in Theorem C,
establishes the equivalence of several properties of the conjugate variety 𝑋𝜎 under the assumption
that 𝜚 : 𝜋1(𝑋) → GL𝑁 (C) is a big and reductive representation, and for any automorphism
𝜎 ∈ Aut(C/Q). Additionally, we provide a further result regarding the special subsets, as stated in
Theorem D.
Definition 0.1.1 (Special subsets). — Let 𝑋 be a smooth quasi-projective variety.

(i) Spsab(𝑋) :=
⋃
𝑓 𝑓 (𝐴0)

Zar
, where 𝑓 ranges over all non-constant rational maps 𝑓 : 𝐴 d 𝑋

from all semi-abelian varieties 𝐴 to 𝑋 such that 𝑓 is regular on a Zariski open subset 𝐴0 ⊂ 𝐴

whose complement 𝐴\𝐴0 has codimension at least two;
(ii) Sph(𝑋) :=

⋃
𝑓 𝑓 (C)

Zar
, where 𝑓 ranges over all non-constant holomorphic maps from C to

𝑋;
(iii) Spalg(𝑋) :=

⋃
𝑉 𝑉

Zar
, where 𝑉 ranges over all positive-dimensional closed subvarieties of 𝑋

which are not of log general type;
(iv) Spp(𝑋) :=

⋃
𝑓 𝑓 (D∗)Zar

, where 𝑓 ranges over all holomorphic maps from the punctured
disk D∗ to 𝑋 with essential singularity at the origin, i.e., 𝑓 has no holomorphic extension
𝑓 : D→ 𝑋 to a projective compactification 𝑋 .

The first two sets Spsab(𝑋) and Sph(𝑋) are introduced by Lang for the compact case. He made
the following two conjectures (cf. [Lan91, I, 3.5] and [Lan91, VIII, Conjecture 1.3]):

— Spsab(𝑋) ⫋ 𝑋 if and only if 𝑋 is of general type.
— Spsab(𝑋) = Sph(𝑋).

The first assertion implicitly include the following third conjecture:
— Spsab(𝑋) = Spalg(𝑋).
The original two conjectures imply the famous strong Green-Griffiths conjecture that varieties

of (log) general type are pseudo Brody hyperbolic. Here we note that, by definition, 𝑋 is pseudo
Brody hyperbolic if and only if Sph(𝑋) ⫋ 𝑋 . Similarly, 𝑋 is pseudo Picard hyperbolic if and only
if Spp(𝑋) ⫋ 𝑋 .
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Theorem C (=Theorem 9.0.2). — Let 𝑋 be a complex smooth quasi-projective variety admitting
a big and reductive representation 𝜚 : 𝜋1(𝑋) → GL𝑁 (C). Then for any automorphism 𝜎 ∈
Aut(C/Q), the following properties are equivalent:

(a) 𝑋𝜎 is of log general type.
(b) Spp(𝑋𝜎) ⫋ 𝑋𝜎 .
(c) Sph(𝑋𝜎) ⫋ 𝑋𝜎 .
(d) Spalg(𝑋𝜎) ⫋ 𝑋𝜎 .
(e) Spsab(𝑋𝜎) ⫋ 𝑋𝜎 .
We note that the implication (𝑎) =⇒ (𝑐) in Theorem C establishes the strong Green-Griffiths

conjecture for 𝑋𝜎 for all automorphism𝜎 ∈ Aut(C/Q), provided a big and reductive representation
𝜚 : 𝜋1(𝑋) → GL𝑁 (C) exists.

As for the second and third conjectures of Lang, we obtain the following theorem under the
stronger assumption when 𝜋1(𝑋) admits a large and reductive representation.
Theorem D (=Theorem 9.0.3). — Let 𝑋 be a smooth quasi-projective variety admitting a large
and reductive representation 𝜚 : 𝜋1(𝑋) → GL𝑁 (C). Then for any automorphism 𝜎 ∈ Aut(C/Q),
(i) the four special subsets defined in Definition 0.1.1 are the same, i.e.,

Spalg(𝑋𝜎) = Spsab(𝑋𝜎) = Sph(𝑋𝜎) = Spp(𝑋𝜎).

(ii) These special subsets are conjugate under automorphism 𝜎, i.e.,

Sp•(𝑋𝜎) = Sp•(𝑋)𝜎 ,

where Sp• denotes any of Spalg, Spsab, Sph or Spp.
Remark 0.1.2. — In the compact case, we should mention that several results have been recently
announced on the topics of this paper. In [Sun22], Sun claimed the pseudo Borel hyperbolicity
(which is weaker than our pseudo Picard hyperbolicity) of projective manifolds 𝑋 with 𝜋1(𝑋)
admitting Zariski dense and big representations into semisimple algebraic groups. Our Theorem D
is motivated by the recent work of Brunebarbe [Bru22]. He claimed that if 𝑋 is a projective variety
supporting a large complex local system, then Spalg(𝑋) = Spsab(𝑋) = Sph(𝑋) and these are proper
subsets of 𝑋 iff 𝑋 is of general type. We will discuss some (seemingly unfixed) issues in their
proofs later. See Remark 8.1.5 and also Remark 6.4.3 for the case of [Sun22].

0.2. Fundamental groups of special and ℎ-special varieties

We refer the readers to § 1.5 for the definition of special and ℎ-special variaties. Campana’s
abelianity conjecture [Cam11a, Conjecture 13.10.(1)] predicts that a smooth quasi-projective va-
riety 𝑋 that is special has a virtually abelian fundamental group. When a special variety 𝑋 is
projective, it is known that all linear quotients of 𝜋1(𝑋) are virtually abelian (cf. [Cam04, Theorem
7.8]). The same conclusion is valid for any smooth projective variety 𝑋 which contains Zariski
dense entire curves (cf. [Yam10, Theorem 1.1]). It is natural to expect similar results for smooth
quasi-projective varieties. However, we shall see an example of a quasi-projective surface that is
special, that contains Zariski dense entire curves, whose fundamental group is linear and nilpotent
but not virtually abelian (cf. Example 11.8.1). This provides a counterexample to Campana’s
conjecture in the general case.

Our third main result in this paper is as follows.
Theorem E (=Theorem 11.0.2). — Let 𝑋 be a special or ℎ-special smooth quasi-projective
variety. Let 𝜚 : 𝜋1(𝑋) → GL𝑁 (C) be a linear representation. Then 𝜚(𝜋1(𝑋)) is virtually
nilpotent.

For the definition of ℎ-special above, we refer the readers to Definition 1.5.2; it includes smooth
quasi-projective varieties 𝑋 such that

— 𝑋 admits Zariski dense entire curves, or
— generic two points of 𝑋 are connected by the chain of entire curves.
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Note that the above theorem is sharp, as shown by Example 11.8.1. Its proof is based on
Theorem A and the following theorem:
Theorem F (=Theorem 11.0.3). — Let 𝑋 be an ℎ-special or special quasi-projective manifold.
Let 𝐺 be a connected, solvable algebraic group defined over C. Assume that there exists a Zariski
dense representation 𝜑 : 𝜋1(𝑋) → 𝐺 (C). Then 𝐺 is nilpotent. In particular, 𝜑(𝜋1(𝑋)) is
nilpotent.

When 𝑋 is a compact Kähler manifold, Theorem F was proved by Campana [Cam01] and
Delzant [Del10] using different methods. The proof of Theorem F is based on results in Nevanlinna
theory, Deligne’s mixed Hodge theory and Corollary B.

0.3. A structure theorem

If we replace the semi-simple algebraic group 𝐺 in Theorem A by a reductive one, we obtain
the following structure theorem.
Theorem G (=Theorem 12.1.5 and Proposition 12.2.1). — Let 𝑋 be a smooth quasi-projective
variety and let 𝜚 : 𝜋1(𝑋) → GL𝑁 (C) be a reductive and big representation. Then
(i) the logarithmic Kodaira dimension 𝜅(𝑋) ≥ 0. Moreover, if 𝜅(𝑋) = 0, then 𝜋1(𝑋) is virtually

abelian.
(ii) There is a proper Zariski closed subset 𝑍 of 𝑋 such that each non-constant morphismA1 → 𝑋

has image in 𝑍 .
(iii) After replacing 𝑋 by a finite étale cover and a birational modification, there are a semiabelian

variety 𝐴, a quasi-projective manifold 𝑉 , and a birational morphism 𝑎 : 𝑋 → 𝑉 such that we
have the following commutative diagram

𝑋 𝑉

𝐽 (𝑋)

𝑎

𝑗

ℎ

where 𝑗 is the logarithmic Iitaka fibration and ℎ : 𝑉 → 𝐽 (𝑋) is a locally trivial fibration
with fibers isomorphic to 𝐴. Moreover, for a general fiber 𝐹 of 𝑗 , 𝑎 |𝐹 : 𝐹 → 𝐴 is proper in
codimension one.

(iv) If 𝑋 is special or ℎ-special, then 𝜋1(𝑋) is virtually abelian, and after replacing 𝑋 by a finite
étale cover, its quasi-Albanese morphism 𝛼 : 𝑋 → A is birational.

When 𝑋 is projective, the third author proved Theorem G.(iv) in [Yam10] without assuming that
the representation 𝜚 is reductive. However, it is worth noting that when 𝑋 is only quasi-projective,
Theorem G.(iv) might fail if 𝜚 is not reductive (cf. Remark 12.2.2).

0.4. Results in non-abelian Hodge and Nevanlinna theories

We believe that some of the new techniques developed in the proof of Theorem A are of
significant interest in their own right. One such technique is a reduction theorem for Zariski
dense representations 𝜚 : 𝜋1(𝑋) → 𝐺 (𝐾), where 𝐺 is a reductive algebraic group defined over a
non-Archimedean local field 𝐾 .
Theorem H (=Theorem 5.4.1). — Let 𝑋 be a complex quasi-projective normal variety, and let
𝜚 : 𝜋1(𝑋) → GL𝑁 (𝐾) be a reductive representation where𝐾 is non-archimedean local field. Then
there exists a quasi-projective normal variety 𝑆𝜚 and a dominant morphism 𝑠𝜚 : 𝑋 → 𝑆𝜚 with
connected general fibers, such that for any connected Zariski closed subset 𝑇 of 𝑋 , the following
properties are equivalent:

(a) the image 𝜌(Im[𝜋1(𝑇) → 𝜋1(𝑋)]) is a bounded subgroup of 𝐺 (𝐾).
(b) For every irreducible component𝑇𝑜 of𝑇 , the image 𝜌(Im[𝜋1(𝑇norm

𝑜 ) → 𝜋1(𝑋)]) is a bounded
subgroup of 𝐺 (𝐾).

(c) The image 𝑠𝜚 (𝑇) is a point.
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Theorem I

Theorem J Theorem H

Theorem A

Corollary B Theorem C

Theorem D

Theorem F

Theorem E

Theorem G

Figure 1. Relationships between Main Theorems

It is worth noting that if 𝑋 is projective, the equivalence between Item (a) and Item (c) has
been established by Katzarkov [Kat97], Eyssidieux [Eys04, Proposition 1.4.7], and Zuo [Zuo96].
However, it seems that the implication of Item (b) to Item (c) is new even in the projective setting.
One of the building blocks of the proof of Theorem 5.4.1 is based on previous results by Brotbek,
Daskalopoulos, Mese, and the second author [BDDM22] on the existence of harmonic mappings
to Bruhat-Tits buildings (an extension of Gromov-Schoen’s theorem to quasi-projective cases) and
the construction of logarithmic symmetric differential forms via these harmonic mappings.

The following theorem is a crucial component in the proof of Theorem A.
Theorem I (=Theorems 6.2.1 and 6.5.1). — Let 𝑋 be a quasi-projective manifold. Let 𝐺 be
an almost simple algebraic group defined over a non-archimedean local field 𝐾 . Suppose that
𝜚 : 𝜋1(𝑋) → 𝐺 (𝐾) is a big and unbounded Zariski dense representation. Then:
(i) Spalg(𝑋) ⫋ 𝑋 .
(ii) 𝑋 is pseudo Picard hyperbolic.

A significant building block in the proof of Theorem I is Theorem 4.0.1 on the generalized
Green-Griffiths-Lang conjecture (cf. Conjecture 1.7.5). We present here a simplified version for
clarity.
Theorem J (=Corollary 4.0.2). — Let 𝑋 be a quasi-projective variety. Assume that there is a
morphism 𝑎 : 𝑋 → 𝐴 such that dim 𝑋 = dim 𝑎(𝑋) where 𝐴 is a semi-abelian variety (e.g., when
𝑋 has maximal quasi-Albanese dimension). Then the following properties are equivalent:
(a) 𝑋 is of log general type.
(b) Spp(𝑋) ⫋ 𝑋 .
(c) Sph(𝑋) ⫋ 𝑋 .
(d) Spalg(𝑋) ⫋ 𝑋 .
(e) Spsab(𝑋) ⫋ 𝑋 .

It is worth mentioning that showing (a) implies (d) requires using the implication of (a) to (b),
which follows from Theorem 4.0.1. The proof of Theorem 4.0.1 is heavily based on Nevanlinna
theory, and the entire § 4 is dedicated to proving it.

0.5. Structure of the paper and further developments

This paper is long and comprehensive as there are several delicate issues in previous related
works in the projective setting that require detailed explanation (see Remarks 8.1.5 and 8.3.3).
Given the complexity of the subject matter, we have devoted more than 100 pages to carefully and
thoroughly exploring the issues at hand. However, we have taken care to ensure that the paper is as
self-contained as possible. Since we believe that various techniques developed in this paper will
have more applications in the future, our aim is to make our arguments accessible to readers who
may not be familiar with the topic, all without assuming prior knowledge of previous works on the
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compact cases. Since the paper presents several results from different perspectives, for the readers’
convenience, we list in Figure 1 the relationships between main theorems.

Let us conclude this section by highlighting some recent developments following the paper. It
is worth mentioning that the techniques developed in this paper have substantial applications in
these more recent works:

— in [DYK23, Theorem A], the second and third authors constructed the Shafarevich morphism
for complex reductive representations of fundamental groups of complex quasi-projective
normal varieties.

— In [DY24, Theorem A], the second and third authors constructed the Shafarevich morphism
for linear representations in positive characteristic of fundamental groups of complex quasi-
projective varieties. Furthermore, in [DY24] they established analogous results to those in
Theorems A and C to E for quasi-projective varieties whose fundamental groups admit linear
(not necessarily reductive) representations in positive characteristic.

— It is worth emphasizing the significance of pseudo Picard hyperbolicity explored in this paper
compared to pseudo Brody one. In [DY24, Theorem F], we prove a conjecture by Claudon-
Höring-Kollár in the linear case: let 𝑋 be a smooth complex projective variety whose universal
covering is quasi-projective. If there is a faithful representation 𝜚 : 𝜋1(𝑋) → GL𝑁 (𝐾) with
𝐾 any field, then up to some finite étale cover, the Albanese map of 𝑋 is locally isotrivial
with fibers simply connected. The pseudo Picard hyperbolicity proved in Theorem A played
a significant role in this result.

Convention and notation. — In this paper, we use the following conventions and notations:
— Quasi-projective varieties and their closed subvarieties are usually assumed to be irreducible

unless otherwise stated, while Zariski closed subsets might be reducible.
— Fundamental groups are always referred to as topological fundamental groups.
— If 𝑋 is a complex space, its normalization is denoted by 𝑋norm.
— An algebraic fiber space is a dominant morphism between quasi-projective normal varieties

whose general fibers are connected, but not necessarily proper or surjective.
— A birational map 𝑓 : 𝑋 → 𝑌 between quasi-projective normal varieties is proper in codi-

mension one if there is an open set 𝑌◦ ⊂ 𝑌 with 𝑌\𝑌◦ of codimension at least two such that
𝑓 is proper over 𝑌◦.
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Philippe Eyssidieux, Hisashi Kasuya, Chikako Mese, Gopal Prasad, Guy Rousseau and Carlos
Simpson for helpful discussions. We also thank Ariyan Javanpeykar and Yohan Brunebarbe for
their valuable remarks on the paper. B.C and Y.D acknowledge the support by the ANR grant
Karmapolis (ANR-21-CE40-0010). K.Y acknowledges the support by JSPS Grant-in-Aid for
Scientific Research (C) 22K03286.



CHAPTER 1

PRELIMINARIES AND NOTATION

1.1. Logarithmic forms.

Let (𝑋, 𝐷) be a smooth log-pair, i.e. the data of a smooth projective manifold 𝑋 , and of a simple
normal crossing divisor 𝐷 on it. We will sometimes denote by 𝑇1(𝑋, 𝐷) := 𝐻0(𝑋,Ω

𝑋
(log𝐷))

the space of logarithmic forms. Similarly, if 𝑋 is a smooth quasi-projective manifold, we will
write 𝑇1(𝑋) := 𝑇1(𝑋, 𝐷), where (𝑋, 𝐷) is any smooth log-pair compactifying 𝑋 . Note that 𝑇1(𝑋)
depends only on 𝑋 , but not on the choice of 𝑋 .

1.2. Semi-abelian varieties and quasi-Albanese morphisms.

In this subsection we collect some results on quasi-Albanese morphisms of quasi-projective
manifolds and semi-abelian varieties. We refer the readers to [NW14, Fuj15] for further details.

A commutative complex algebraic group A is called a semi-abelian variety if there is a short
exact sequence of complex algebraic groups

1 → 𝐻 → A → A0 → 1

where A0 is an abelian variety and 𝐻 � (C∗)ℓ .
Let 𝑋 be a complex quasi-projective manifold. The quasi-Albanese variety of 𝑋 is the semi-

abelian variety
A𝑋 = 𝑇1(𝑋)∗/𝜚(𝐻1(𝑋,Z))

where 𝜚(𝛾) := (𝜂 ↦→
∫
𝛾
𝜂). If we fix a base point ∗ ∈ 𝑋 , and we denote by 𝑒 ∈ A𝑋 the unit element,

then there is a natural morphism of pointed varieties (𝑋, ∗) → (A𝑋, 𝑒) given by integration along
paths, exactly as in the projective setting. Also, any pointed morphism (𝑋, ∗) → (𝐵, 𝑒) to a semi-
abelian variety factors uniquely through A𝑋 via a morphism of semi-abelian varieties A𝑋 → 𝐵.

Note that the image of the quasi-Albanese morphism is only a constructible set, which is neither
closed nor open in general.

The following lemma will permit to prove factorisation results for quasi-Albanese morphisms.
Lemma 1.2.1. — Let 𝑋 be a quasi-projective manifold, and let 𝑞 : 𝑋 → A𝑋 be its quasi-Albanese
morphism. Let 𝑆 ⊂ 𝑇1(𝑋) be a set of logarithmic forms on 𝑋 , and let 𝐵 ⊂ A𝑋 be the largest semi-
abelian subvariety on which all 𝜂 ∈ 𝑆 vanish, using the natural identification 𝑇1(A𝑋) � 𝑇1(𝑋).
Let

𝑟 : 𝑋 → A𝑋/𝐵
be the quotient map. Then, for any morphism 𝑓 : 𝑌 → 𝑋 from a quasi-projective variety 𝑌 ,
𝑟 ( 𝑓 (𝑌 )) is a point if and only for any 𝜂 ∈ 𝑆, one has 𝑓 ∗(𝜂) = 0.
Proof. — After taking a resolution of singularities of𝑌 , we assume that𝑌 is smooth. Choose base
points on 𝑋 and 𝑌 so that one has a diagram of pointed spaces

𝑋 A𝑋 A𝑋/𝐵

𝑌 A𝑌

𝑞 𝑝

𝑓

𝑢

𝑔 ,
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where the semi-abelian varieties are pointed by their unit elements, and 𝑔, 𝑝 are morphisms of
algebraic groups.

The previous diagram shows that 𝑝 ◦ 𝑞 sends 𝑓 (𝑌 ) to a point if and only if 𝑔(A𝑌 ) ⊂ 𝐵. By
definition of 𝐵, this is true if and only if 𝑔∗(𝜂) = 0 for any 𝜂 ∈ 𝑆 ⊂ 𝑇1(A𝑋) = 𝑇1(𝑋). Since
𝑢∗𝑔∗ = 𝑓 ∗𝑞∗, and this 𝑞∗ realizes the identification 𝑇1(A𝑋) � 𝑇1(𝑋), this is equivalent to the
second condition of the lemma. □

The above morphism 𝑟 : 𝑋 → A𝑋/𝐵 is called the partial quasi-Albanese morphism induced
by 𝑆.
Remark 1.2.2. — Lemma 1.2.1 enables us to define quasi-Albanese morphisms for quasi-
projective normal varieties 𝑋 . Let 𝑌 be a desingularization of 𝑋 . Let 𝑆 ⊂ 𝑇1(𝑌 ) be the set
of log one forms which vanish on each fiber of 𝑌 → 𝑋 . Then for the partial quasi-Albanese
morphism 𝑌 → A induced by 𝑆, by Lemma 1.2.1 each fiber of 𝑌 → 𝑋 is contracted to one point.
Hence 𝑌 → A factors through 𝑋 → A. Note that this construction does not depend on the
desingularization of 𝑋 . Such 𝑋 → A is called the quasi-Albanese morphism of 𝑋 .

We will also need two standard results permitting to evaluate the Kodaira dimension of subvar-
ities of semi-abelian varieties (see [NW14, Propositions 5.6.21 & 5.6.22]).
Proposition 1.2.3. — Let A be a semi-abelian variety.

(a) Let 𝑋 ⊂ A be a closed subvariety. Then 𝜅(𝑋) ≥ 0 with equality if and only if 𝑋 is a translate
of a semi-abelian subvariety.

(b) Let 𝑍 ⊂ A be a Zariski closed subset. Then 𝜅(A − 𝑍) ≥ 0 with equality if and only if 𝑍 has
no component of codimension 1. □

1.3. Covers and Galois morphisms.

If 𝑋 is a complex variety, its fundamental group will be denoted by 𝜋1(𝑋), and its universal
cover will usually be denoted by 𝜋 : 𝑋 → 𝑋 .
Definition 1.3.1 (Galois morphism). — A finite map 𝛾 : 𝑋 → 𝑌 of varieties is called Galois
with group 𝐺 if there exists a finite group 𝐺 ⊂ Aut(𝑋) such that 𝛾 is isomorphic to the quotient
map.

If 𝑌 is a complex manifold and 𝑝 : 𝑋 → 𝑌 is an étale cover, then there exists a Galois cover
𝑝′ : 𝑋 ′ → 𝑌 factoring through 𝑝 such that any other such Galois cover factors through 𝑝′. In the
case where 𝑋 is connected, the Galois cover 𝑝′ : 𝑋 ′ → 𝑌 is described as follows. Let 𝐹 be the fiber
of 𝑝 over 𝑦 ∈ 𝑌 . Then 𝜋1(𝑌, 𝑦) acts on 𝐹 transitively by lifting a closed path through 𝑦 starting
with a point 𝑥 ∈ 𝐹. This defines a group morphism 𝜚 : 𝜋1(𝑌, 𝑦) → 𝔖(𝐹), where 𝔖 stands for the
permutation. Now the covering 𝑝′ : 𝑋 ′ → 𝑌 corresponds to the finite 𝜋1(𝑌, 𝑦)-set Im(𝜚). Since
this set is a coset space of the normal subgroup Ker(𝜚), 𝑝′ : 𝑋 ′ → 𝑌 is a Galois cover. Note that
we have a surjective map Im(𝜚) → 𝐹 of finite 𝜋1(𝑌, 𝑦)-sets defined by 𝜎 ↦→ 𝜎(𝑥0), where 𝑥0 ∈ 𝐹
is a fixed point. Hence 𝑝′ factoring through 𝑝.

Now, if 𝑝 : 𝑋 → 𝑌 is a finite morphism of normal quasi-projective varieties, one can form
the normalization of 𝑋 in the Galois closure of C(𝑋)/C(𝑌 ). This is a finite Galois morphism
𝑝′ : 𝑋 ′ → 𝑌 , factoring through 𝑋; over the locus 𝑌◦ where 𝑝 is étale on 𝑝−1(𝑌◦), it identifies with
the Galois closure defined previously. In particular, 𝑝′ is étale over 𝑌◦.

1.4. Tame and pure imaginary harmonic bundles

Definition 1.4.1 (Higgs bundle). — A Higgs bundle on a complex manifold 𝑋 is a pair (𝐸, 𝜃)
where 𝐸 is a holomorphic vector bundle and 𝜃 : 𝐸 → 𝐸 ⊗ Ω1

𝑋
is a holomorphic one form with

value in End(𝐸), called the Higgs field, satisfying 𝜃 ∧ 𝜃 = 0.
Let (𝐸, 𝜃) be a Higgs bundle over a complex manifold 𝑋 . Suppose that ℎ is a smooth hermitian

metric of 𝐸 . Denote by ∇ℎ the Chern connection with respect to ℎ, and by 𝜃†
ℎ

the adjoint of
𝜃 with respect to ℎ. We write 𝜃† for 𝜃†

ℎ
for short. The metric ℎ is harmonic if the connection

D1 := ∇ℎ + 𝜃 + 𝜃† is flat, i.e., if D2
1 = 0.
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Definition 1.4.2 (Harmonic bundle). — A harmonic bundle on 𝑋 is a Higgs bundle (𝐸, 𝜃)
endowed with a harmonic metric ℎ.

Let 𝑋 be a compact complex manifold, 𝐷 =
∑ℓ
𝑖=1 𝐷𝑖 be a simple normal crossing divisor of 𝑋

and 𝑋 = 𝑋\𝐷 be the complement of𝐷. Let (𝐸, 𝜃, ℎ) be a harmonic bundle on 𝑋 . Let 𝑝 be any point
of 𝐷, and (𝑈; 𝑧1, . . . , 𝑧𝑛) be a coordinate system centered at 𝑝 such that 𝐷 ∩𝑈 = (𝑧1 · · · 𝑧ℓ = 0) .
On𝑈, we have the description:

𝜃 =

ℓ∑︁
𝑗=1

𝑓 𝑗𝑑 log 𝑧 𝑗 +
𝑛∑︁

𝑘=ℓ+1
𝑓𝑘𝑑𝑧𝑘 .(1.4.0.1)

Definition 1.4.3 (Tameness). — Let 𝑡 be a formal variable. For any 𝑗 = 1, . . . , ℓ, the characteristic
polynomial det( 𝑓 𝑗 − 𝑡) ∈ O(𝑈\𝐷) [𝑡], is a polynomial in 𝑡 whose coefficients are holomorphic
functions. If those functions can be extended to the holomorphic functions over 𝑈 for all 𝑗 , then
the harmonic bundle is called tame at 𝑝. A harmonic bundle is tame if it is tame at each point.

For a tame harmonic bundle (𝐸, 𝜃, ℎ) over 𝑋 , we prolong 𝐸 over 𝑋 by a sheaf of O
𝑋

-module
⋄𝐸ℎ as follows: for any open set𝑈 of 𝑋 ,

⋄𝐸ℎ (𝑈) := {𝜎 ∈ Γ(𝑈\𝐷, 𝐸 |𝑈\𝐷) | |𝜎 |ℎ ≲
ℓ∏
𝑖=1

|𝑧𝑖 |−𝜀 for all 𝜀 > 0}.

In [Moc07a] Mochizuki proved that ⋄𝐸ℎ is locally free and that 𝜃 extends to a morphism

⋄𝐸ℎ → ⋄𝐸ℎ ⊗ Ω
𝑋
(log𝐷),

which we still denote by 𝜃.
Definition 1.4.4 (Pure imaginary, nilpotent residue). — Let (𝐸, ℎ, 𝜃) be a tame harmonic bundle
on 𝑋\𝐷. The residue Res𝐷𝑖

𝜃 induces an endomorphism of ⋄𝐸ℎ |𝐷𝑖
. Its characteristic polynomial

has constant coefficients, and thus the eigenvalues are constant. We say that (𝐸, 𝜃, ℎ) is pure
imaginary (resp. has nilpotent residue) if for each component 𝐷𝑖 of 𝐷, the eigenvalues of Res𝐷𝑖

𝜃

are all pure imaginary (resp. all zero).
One can verify that Definition 1.4.4 does not depend on the compactification 𝑋 of 𝑋\𝐷.
The following theorem by Mochizuki will be used in § 7.

Theorem 1.4.5 (Mochizuki [Moc07b, Theorem 25.21]). — Let 𝑋 be a smooth quasi-projective
variety and let (𝐸, 𝜃, ℎ) be a tame pure imaginary harmonic bundle on 𝑋 . Then the flat bundle
(𝐸,∇ℎ + 𝜃 + 𝜃†) is semi-simple. Conversely, if (𝑉,∇) is a semisimple flat bundle on 𝑋 , then there is
a tame pure imaginary harmonic bundle (𝐸, 𝜃, ℎ) on 𝑋 so that (𝐸,∇ℎ+𝜃+𝜃†) ≃ (𝑉,∇). Moreover,
when ∇ is simple, then any such harmonic metric ℎ is unique up to positive multiplication.

1.5. Special varieties and ℎ-special varieties

Special varieties are introduced by Campana [Cam04, Cam11a] in his remarkable program of
classification of geometric orbifolds. In this subsection we briefly recall definitions and properties
of special varieties, and we refer the readers to [Cam11a] for more details.

Let 𝑓 : 𝑋 → 𝑌 be a dominant morphism between quasi-projective smooth varieties with
connected general fibers, that admits a compactification 𝑓 : 𝑋 → 𝑌 , where 𝑋 = 𝑋 ⊔ 𝐷 (resp.
𝑌 = 𝑌 ⊔𝐺) is a compactification with simple normal crossing boundary divisor. We will consider
(𝑋 |𝐷) as a geometric orbifold defined in [Cam11a, Définition 2.1] and 𝑓 : (𝑋 |𝐷) → 𝑌 as an
orbifold morphism defined in [Cam11a, Définition 2.4] . In [Cam11a, §2.1], Campana defined the
multiplicity divisor Δ( 𝑓 , 𝐷) ⊂ 𝑌 of 𝑓 , for which the orbifold base of 𝑓 is the pair (𝑌 |Δ( 𝑓 , 𝐷)).
Note that with this definition, one has Δ( 𝑓 , 𝐷) ≥ 𝐺.

The Kodaira dimension of 𝑓 : (𝑋 |𝐷) → 𝑌 , denoted by 𝜅( 𝑓 , 𝐷), is defined to be

𝜅( 𝑓 , 𝐷) := inf{𝜅(𝑌 ′ |Δ( 𝑓 ′, 𝐷′))},(1.5.0.1)
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where 𝑓
′

: 𝑋 ′ → 𝑌
′ ranges over all birational models of 𝑓 ; i.e., 𝑓

′
: 𝑋 ′ → 𝑌

′ is an algebraic fiber
space between smooth projective varieties such that we have the following commutative diagram

𝑋
′

𝑋

𝑌
′

𝑌

𝑢

𝑓
′

𝑓

𝑣

where 𝑢 and 𝑣 are birational morphisms, and 𝐷′ = 𝑢−1(𝐷) is a simple normal crossing divisor on
𝑋
′. We note that 𝜅( 𝑓 , 𝐷) is thus a birational invariant and does not depend on the choice of the

compactification of 𝑋 . Hence we define the Kodaira dimension of 𝑓 : 𝑋 → 𝑌 to be

𝜅(𝑌, 𝑓 ) := 𝜅( 𝑓 , 𝐷).(1.5.0.2)

Definition 1.5.1 (Campana’s specialness). — Let 𝑋 be a quasi-projective variety. We say that
𝑋 is weakly special if for any finite étale cover 𝑋 → 𝑋 and any proper birational modification
𝑋 ′ → 𝑋 , there exists no dominant morphism 𝑋 ′ → 𝑌 with connected general fibers such that 𝑌
is a positive-dimensional quasi-projective normal variety of log general type. The variety 𝑋 is
special if for any proper birational modification 𝑋 → 𝑋 and any dominant morphism 𝑓 : 𝑋 → 𝑌

over a quasi-projective normal variety 𝑌 with connected general fibers, we have 𝜅(𝑌, 𝑓 ) < dim𝑌 .
Campana defined 𝑋 to be 𝐻-special if 𝑋 has vanishing Kobayashi pseudo-distance. Motivated

by [Cam04, Definition 9.1], we introduce the following definition.
Definition 1.5.2 (ℎ-special). — Let 𝑋 be a smooth quasi-projective variety. We define the
equivalence relation 𝑥 ∼ 𝑦 of two points 𝑥, 𝑦 ∈ 𝑋 iff there exists a sequence of holomorphic maps
𝑓1, . . . , 𝑓𝑙 : C→ 𝑋 such that letting 𝑍𝑖 ⊂ 𝑋 to be the Zariski closure of 𝑓𝑖 (C), we have

𝑥 ∈ 𝑍1, 𝑍1 ∩ 𝑍2 ≠ ∅, . . . , 𝑍𝑙−1 ∩ 𝑍𝑙 ≠ ∅, 𝑦 ∈ 𝑍𝑙 .

We set 𝑅 = {(𝑥, 𝑦) ∈ 𝑋 × 𝑋; 𝑥 ∼ 𝑦}. We define 𝑋 to be hyperbolically special (ℎ-special for short)
iff 𝑅 ⊂ 𝑋 × 𝑋 is Zariski dense.

By definition, rationally connected projective varieties are ℎ-special without refering a theorem
of Campana and Winkelmann [CW16], who proved that all rationally connected projective varieties
contain Zariski dense entire curves.
Lemma 1.5.3. — If a smooth quasi-projective variety 𝑋 admits a Zariski dense entire curve
𝑓 : C→ 𝑋 , then 𝑋 is ℎ-special.
Proof. — Since 𝑓 : C → 𝑋 is Zariski dense, we have 𝑥 ∼ 𝑦 for all 𝑥, 𝑦 ∈ 𝑋 . Hence 𝑅 = 𝑋 × 𝑋 .
Thus 𝑋 is ℎ-special. □

Note that the converse of Lemma 1.5.3 does not hold in general (cf. Example 10.0.8). For
the smooth case, motivated by Campana’s suggestion [Cam11b, 11.3 (5)], we may ask whether
a quasi-projective manifold 𝑋 is ℎ-special if and only if it is special. Campana proposed the
following tantalizing abelianity conjecture (cf. [Cam11b, 11.2]).
Conjecture 1.5.4 (Campana). — A special smooth projective geometric orbifold (e.g. quasi-
projective manifold) has virtually abelian fundamental group.

In Example 11.8.1 below we give an example of a special (and ℎ-special) quasi-projective
manifold with nilpotent but not virtually abelian fundamental group, which thus disproves Conjec-
ture 1.5.4 for non-compact quasi-projective manifolds. Therefore, we revise Campana’s conjecture
as follows.
Conjecture 1.5.5. — An ℎ-special or special smooth quasi-projective variety has virtually nilpo-
tent fundamental group.

1.6. Fundamental groups of algebraic varieties

Throughout this paper, we will make use of the following well-known result on fundamental
groups from [ADH16, Theorem 2.1]:
Lemma 1.6.1. — Let 𝜇 : 𝑋 → 𝑋 be a bimeromorphic proper morphism between irreducible
complex normal analytic variety. Then 𝜇∗ : 𝜋1(𝑋) → 𝜋1(𝑋) is surjective, and it is an isomorphism
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if both 𝑋 and 𝑋 are smooth. Moreover, for any proper closed analytic subset 𝐴 ⊂ 𝑋 , 𝜋1(𝑋\𝐴) →
𝜋1(𝑋) is surjective. □

We also recall the following result.
Lemma 1.6.2 (see [Cam91, Proposition 1.3], [Kol95, Proposition 2.10])

Let 𝑓 : 𝑋 → 𝑌 be a dominant morphism between quasi-projective varieties, with 𝑌 normal.
Then the image of 𝑓∗ : 𝜋1(𝑋) → 𝜋1(𝑌 ) has finite index in 𝜋1(𝑌 ). □

We now give the definition of a big representation of fundamental groups, also known as a
generically large representation as introduced by Kollár in [Kol95]:
Definition 1.6.3 (Big representation). — Let 𝑋 be a quasi-projective normal variety. Let 𝜚 :
𝜋1(𝑋) → 𝐺 (𝐾) be a representation, where 𝐺 is an algebraic group defined over some field 𝐾 . We
say that 𝜚 is a big representation if there are at most countably many Zariski closed subvarieties
𝑍𝑖 ⫋ 𝑋 so that for every positive dimensional closed subvariety 𝑌 ⊂ 𝑋 so that 𝑌 ⊄ ∪𝑍𝑖 , the image
𝜚
(
Im[𝜋1(𝑌norm) → 𝜋1(𝑋))]

)
is infinite. The points in 𝑋 − ∪𝑖𝑍𝑖 are called very general points in

𝑋 .
Remark 1.6.4. — In a more recent work by the second and third authors [DYK23], it has been
established that, for a quasi-projective normal variety 𝑋 and a reductive representation 𝜚 : 𝜋1(𝑋) →
GL𝑁 (C), if we consider any closed subvariety 𝑍 , the image 𝜚

(
Im[𝜋1(𝑍norm) → 𝜋1(𝑋))]

)
is infinite

if and only if 𝜚
(
Im[𝜋1(𝑍) → 𝜋1(𝑋))]

)
. Consequently, when the representation is reductive, in

Definition 1.6.3 we can define the big representation without taking the normalization of 𝑌 .

1.7. Notions of pseudo Picard hyperbolicity

Let us first recall the definition of pseudo Picard hyperbolicity introduced in [Den23]. Let
𝑓 : D∗ → 𝑋 be a holomorphic map from the punctured disk D∗ to a quasi-projective variety 𝑋 . If
𝑓 extends to a holomorphic map D → 𝑋 from the disk D to some projective compactification 𝑋
of 𝑋 , then the same holds for any projective compactification 𝑋 ′ of 𝑋 , as 𝑋 and 𝑋 ′ are birational.
Definition 1.7.1 (pseudo Picard hyperbolicity). — Let 𝑋 be a smooth quasi-projective variety,
and let 𝑋 be a smooth projective compactification. 𝑋 is called pseudo-Picard hyperbolic if there is
a Zariski closed proper subset 𝑍 ⊊ 𝑋 so that any holomorphic map 𝑓 : D∗ → 𝑋 with 𝑓 (D∗) ⊄ 𝑋

extends to a holomorphic map 𝑓 : D→ 𝑋 . If 𝑍 = ∅, 𝑋 is simply called Picard hyperbolic.
As shown in [CD21, Proposition 1.7], pseudo Picard hyperbolic varieties exhibit the following

algebraic properties.
Proposition 1.7.2. — Let 𝑋 be a smooth quasi-projective variety that is pseudo Picard hyperbolic.
Then any meromorphic map 𝑓 : 𝑌 d 𝑋 from another smooth quasi-projective variety 𝑌 to 𝑋 with
𝑓 (𝑌 ) ⊄ Spp(𝑋) is rational.

Although we have stated this proposition only for dominant meromorphic maps 𝑓 : 𝑌 d 𝑋

in [CD21, Proposition 1.7], the same proof works for the proof of Proposition 1.7.2. We provide
it here for completeness.
Proof of Proposition 1.7.2. — Let 𝑌 be a smooth projective compactification of 𝑌 such that 𝐷 :=
𝑌\𝑌 is a simple normal crossing divisor. Let 𝑋 be a smooth projective compactification of 𝑋 . Note
that 𝑓 is rational if and only if 𝑓 extends to a meromorphic map 𝑓 : 𝑌 d 𝑋 . It suffices to check that
this property holds in a neighborhood of any point of 𝐷. By [Siu75, Theorem 1], any meromorphic
map from a Zariski open set𝑊◦ of a complex manifold𝑊 to a compact Kähler manifold 𝑋 extends
to a meromorphic map from𝑊 to 𝑋 provided that the codimension of𝑊 −𝑊◦ is at least 2. It then
suffices to consider the extensibility of 𝑓 around smooth points on 𝐷. Pick any such point 𝑝 ∈ 𝐷
and choose a coordinate system (Ω; 𝑧1, . . . , 𝑧𝑛) centered at 𝑝 such that Ω ∩ 𝐷 = (𝑧1 = 0). The
theorem follows if we can prove that 𝑓 : D∗ ×D𝑛−1 d 𝑋 extends to a meromorphic map D𝑛 d 𝑋 .

Denote by 𝑆 the indeterminacy locus of 𝑓 |D∗×D𝑛−1 : D∗ × D𝑛−1 d 𝑋 , which is a closed
subvariety of D∗ × D𝑛−1 of codimension at least two. Since we assume that 𝑓 (𝑌 ) ⊄ Sp𝑝 (𝑋),
there is thus a dense open set 𝑊 ⊂ D𝑛−1 such that for any 𝑧 ∈ 𝑊 , each slice D∗ × {𝑧} ⊄ 𝑆 and
𝑓 (D∗ × {𝑧} − 𝑆) ⊄ Sp𝑝 (𝑋). Then the restriction 𝑓 |D∗×{𝑧} : D∗ × {𝑧} d 𝑋 is well-defined and
holomorphic. Then 𝑓 : D∗ × {𝑧} → 𝑋 extends to a holomorphic map D × {𝑧} → 𝑋 for each
𝑧 ∈ 𝑊 . We then apply the theorem of Siu in [Siu75, p.442, (∗)] to conclude that 𝑓 |D∗×D𝑛−1 extends
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to a meromorphic map D𝑛 d 𝑋 . This implies that 𝑓 extends to a meromorphic map 𝑓 : 𝑌 d 𝑋 .
By the Chow theorem, 𝑓 is rational. □

A direct consequence of Proposition 1.7.2 is the following uniquness of algebraic structure of
pseudo Picard hyperbolic varieties.
Corollary 1.7.3. — Let 𝑋 and 𝑌 be smooth quasi-projective varieties such that there exists an
analytic isomorphism 𝜑 : 𝑌 an → 𝑋an of associated complex spaces. Assume that 𝑋 is pseudo
Picard hyperbolic. Then 𝜑 is an algebraic isomorphism. □

A classical result due to Borel [Bor72] and Kobayashi-Ochiai [KO71] is that quotients of
bounded symmetric domains by torsion-free lattices are Picard hyperbolic. The second author has
proved a similar result for algebraic varieties that admit a complex variation of Hodge structures.
Theorem 1.7.4 ( [Den23, Theorem A]). — Let 𝑋 be a quasi-projective manifold. Assume that
there is a complex variation of Hodge structures on 𝑋 whose period mapping is injective at one
point. Then 𝑋 is pseudo Picard hyperbolic. □

We conclude this subsection by recalling from § 0.1 the strong Green-Griffiths and Lang
conjectures, which are fundamental problems in the study of hyperbolicity of algebraic varieties
(cf. [Lan91, I, 3.5] and [Lan91, VIII, Conj. 1.3]). Taking into account Theorems C and J, we
include the pseudo Picard hyperbolicity into the statement as well, and formulate the generalized
Green-Griffiths-Lang conjecture as follows.
Conjecture 1.7.5. — Let 𝑋 be a smooth quasi-projective variety. Then the following properties
are equivalent:
(i) 𝑋 is of log general type;
(ii) Spp(𝑋) ⫋ 𝑋;
(iii) Sph(𝑋) ⫋ 𝑋;
(iv) Spsab(𝑋) ⫋ 𝑋;
(v) Spalg(𝑋) ⫋ 𝑋 .

Note that if 𝑋 is of log general type, then the conjugate variety 𝑋𝜎 := 𝑋 ×𝜎 C under 𝜎 ∈
Aut(C/Q) is also of log general type. Therefore, by Conjecture 1.7.5, if 𝑋 is pseudo Brody (Picard)
hyperbolic, it is conjectured that 𝑋𝜎 is also pseudo Brody (Picard) hyperbolic (cf. [Lan91, p. 179]).
This problem remains quite open and is currently an active area of research.



CHAPTER 2

SOME FACTORISATION RESULTS

Throughout this paper an algebraic fiber space 𝑓 : 𝑋 → 𝑌 is a dominant (not necessarily proper)
morphism 𝑓 between quasi-projective normal varieties 𝑋 and 𝑌 such that general fibers of 𝑓 are
connected.
Lemma 2.0.1 (Quasi-Stein factorisation). — Let 𝑓 : 𝑋 → 𝑌 be a morphism between quasi-
projective manifolds. Then 𝑓 factors through morphisms 𝛼 : 𝑋 → 𝑆 and 𝛽 : 𝑆 → 𝑌 such
that

(a) 𝑆 is a quasi-projective normal variety;
(b) 𝛼 is an algebraic fiber space;
(c) 𝛽 is a finite morphism.

Such a factorisation is unique.
Proof. — Let 𝑋 be a partial smooth compactification of 𝑋 such that 𝑓 extends to a projective
morphism 𝑓 : 𝑋 → 𝑌 . Take the Stein factorization of 𝑓 and we obtain a proper surjective
morphism 𝛼̄ : 𝑋 → 𝑆 with connected fibers and a finite morphism 𝛽 : 𝑆 → 𝑌 . Then 𝛼 : 𝑋 → 𝑆 is
defined to be the restriction of 𝛼̄ to 𝑋 , which is dominant with connected general fibers. It is easy
to see that this construction does not depend on the choice of 𝑋 . □

The previous factorisation will be called quasi-Stein factorisation in this paper.
Lemma 2.0.2. — Let 𝑓 : 𝑋 → 𝑌 be a dominant morphism between connected quasi-projective
manifolds such that general fibers are connected. Then for a general fiber 𝐹, one has Im[𝜋1(𝐹) →
𝜋1(𝑋)] ⊳ 𝜋1(𝑋).
Proof. — There is a Zariski open set 𝑌◦ ⊂ 𝑌 such that 𝑋◦ := 𝑓 −1(𝑌◦) is a topologically locally
trivial fibration over 𝑌◦. Hence we have a short exact sequence

𝜋1(𝐹) → 𝜋1(𝑋◦) → 𝜋1(𝑌◦) → 0
It follows that Im[𝜋1(𝐹) → 𝜋1(𝑋◦)] ⊳ 𝜋1(𝑋◦). Note that 𝜋1(𝑋◦) → 𝜋1(𝑋) is surjective by
Lemma 1.6.1. Hence Im[𝜋1(𝐹) → 𝜋1(𝑋)] ⊳ 𝜋1(𝑋). □

Lemma 2.0.3. — Let 𝑓 : 𝑋 → 𝑌 be a dominant morphism between quasi-projective manifolds
with general fibers connected. Let 𝜚 : 𝜋1(𝑋) → 𝐺 (𝐾) be a representation whose image is torsion
free, where 𝐺 is a linear algebraic group defined on some field 𝐾 . If for the general fiber 𝐹,
𝜚(Im[𝜋1(𝐹) → 𝜋1(𝑋)]) is trivial, then there is a commutative diagram

𝑋 ′ 𝑋

𝑌 ′ 𝑌

𝜇

𝑓 ′ 𝑓

𝜈

where
(a) 𝜇 is a proper birational morphism,
(b) 𝜈 is a birational, not necessarily proper morphism ;
(c) 𝑓 ′ is dominant;

and a representation 𝜏 : 𝜋1(𝑌 ′) → 𝐺 (𝐾) such that 𝑓 ′∗𝜏 = 𝜇∗𝜚.
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Proof. — Step 1. Compactifications and first reduction step. We take a partial smooth compacti-
fication 𝑋 of 𝑋 so that 𝑓 extends to a projective surjective morphism 𝑓 : 𝑋 → 𝑌 with connected
fibers.
Claim 2.0.4. — We may assume that 𝑓 : 𝑋 → 𝑌 is equidimensional.

Indeed, by Hironaka-Gruson-Raynaud’s flattening theorem, there is a birational proper mor-
phism 𝑌1 → 𝑌 from a quasi-projective manifold 𝑌1 so that for the irreducible component 𝑇 of
𝑋 ×𝑌 𝑌1 which dominates 𝑌1, the induced morphism 𝑓𝑇 := 𝑇 → 𝑌1 is surjective, proper and flat.
In particular, the fibers of 𝑓𝑇 are equidimensional. Consider the normalization map 𝜈 : 𝑋1 → 𝑇 .
Then the induced morphism 𝑓1 : 𝑋1 → 𝑌1 still has equidimensional fibers. Write 𝜇 : 𝑋1 → 𝑋 for
the induced proper birational morphism, and let 𝑋1 := 𝜇−1(𝑋). Note that 𝜋1(𝑋1) → 𝜋1(𝑋) is an
isomorphism by Lemma 1.6.1 below.

Then one has a diagram

𝑋1 𝑋

𝑌1 𝑌

where the horizontal maps are proper birational, and the two spaces on the left satisfy the hypotheses
of the proposition if we take the representation induced on 𝜋1(𝑋1). Clearly, it suffices to show the
result where 𝑋 (resp. 𝑌 ) is replaced by 𝑋1 (resp. 𝑌1). In the following, we may also replace 𝑋
(resp. 𝑌 ) by 𝑋1 and 𝑌 (resp. 𝑌1).

Step 2. Induced representation on an open subset of 𝑌 . Consider a Zariski open set 𝑌◦ ⊂ 𝑌 such
that 𝑋◦ := 𝑓 −1(𝑌◦) is a topologically locally trivial fibration over 𝑌◦ with connected fibers 𝐹.
Then we have a short exact sequence

𝜋1(𝐹) → 𝜋1(𝑋◦) → 𝜋1(𝑌◦) → 0

By our assumption, 𝜚(Im[𝜋1(𝐹) → 𝜋1(𝑋)]) is trivial. Hence we can pass to the quotient, which
yields a representation 𝜏 : 𝜋1(𝑌◦) → 𝐺 (𝐾) so that 𝜚 |𝜋1 (𝑋◦ ) = 𝑓 ∗𝜏.

Step 3. Reducing 𝑌 , we may assume that all divisorial components of 𝑌 − 𝑌◦ intersect 𝑓 (𝑋).
Denote by 𝐸 the sum of prime divisors of 𝑌 contained in the complement 𝑌\𝑌◦. We decompose
𝐸 = 𝐸1 + 𝐸2 so that 𝐸1 is the sum of prime divisors of 𝐸 that do not intersect 𝑓 (𝑋). We replace 𝑌
by 𝑌\𝐸1. Then for any prime divisor 𝑃 contained in 𝑌\𝑌◦, 𝑓 −1(𝑃) ∩ 𝑋 ≠ ∅.

Step 4. Extension of the representation to the whole 𝜋1(𝑌 ).
Let 𝐷 be a divisorial component of 𝑌 − 𝑌◦. By what has been said above, 𝑓 −1(𝐷) ≠ ∅.

Since 𝑓 : 𝑋 → 𝑌 is equidimensional, then for any prime component 𝑃 of 𝑓 −1(𝐷), the morphism
𝑓 |𝑃 : 𝑃 → 𝐷 is dominant. Also, since 𝑋 is normal, 𝑋 is smooth at the general points of 𝑃.

This allows to find a point 𝑥 ∈ 𝑃𝑟𝑒𝑔 (resp. 𝑦 ∈ 𝐷𝑟𝑒𝑔) with local coordinates (𝑧1, . . . 𝑧𝑚) (resp.
(𝑤1, . . . , 𝑤𝑛)) around 𝑥 (resp. 𝑦), adapted to the divisors, such that 𝑓 ∗(𝑤1) = 𝑧𝑘1 for some 𝑘 ≥ 1.
Hence the meridian loop 𝛾 around the general point of 𝑃 is mapped to 𝜂𝑘 where 𝜂 is the meridian
loop around 𝐷. On the other hand, since 𝛾 is trivial in 𝜋1(𝑋), it follows that

0 = 𝜚(𝛾) = 𝜏(𝜂𝑘).

Hence 𝜏(𝜂) is a torsion element. Since we have assumed that the image of 𝜚 does not contain
torsion element, then 𝜏(𝜂) has to be trivial. Hence 𝜏 extends to the smooth locus of 𝐷.

Since this is true for any divisorial component 𝐷 ⊂ 𝑌 −𝑌◦, this shows that 𝜏 extends to 𝜋1(𝑌◦◦),
where 𝑌◦ ⊂ 𝑌◦◦ and 𝑌 − 𝑌◦◦ has codimension ≥ 2 in 𝑌 . However, since 𝑌 is smooth, we have
𝜋1(𝑌 ) � 𝜋1(𝑌◦◦), so 𝜏 actually extends to 𝜋1(𝑌 ). □

Note that the above proof is more difficult than the compact cases, since 𝑓 (𝑋) is only a
constructible subset of 𝑌 and 𝑓 is not proper.

Based on Lemma 2.0.3 we prove the following factorisation result which is important in proving
Corollary B.



CHAPTER 2. SOME FACTORISATION RESULTS 21

Proposition 2.0.5. — Let 𝑋 be a quasi-projective normal variety. Let 𝜚 : 𝜋1(𝑋) → 𝐺 (𝐾) is a
representation, where 𝐺 is a linear algebraic group defined over a field 𝐾 of zero characteristic.
Then there is a diagram

𝑋 𝑋 𝑋

𝑌

𝜇

𝑓

𝜈

where 𝑌 and 𝑋 are quasi-projective manifolds, and

(a) 𝜈 : 𝑋 → 𝑋 is a finite étale cover;

(b) 𝜇 : 𝑋 → 𝑋 is a birational proper morphism;

(c) 𝑓 : 𝑋 → 𝑌 is a dominant morphism with connected general fibers;

such that there exists a big representation 𝜏 : 𝜋1(𝑌 ) → 𝐺 (𝐾) with 𝑓 ∗𝜏 = (𝜈 ◦ 𝜇)∗𝜚.
Note that when 𝑋 is projective, this result is proved in [Kol93, Theorem 4.5].

Proo of Proposition 2.0.5. — Step 1. We may assume that 𝜚 has a torsion free image. Since
the image 𝜚(𝜋1(𝑋)) is a finitely generated linear group, by a theorem of Selberg, there is a finite
index normal subgroup Γ ⊂ 𝜚(𝜋1(𝑋)) which is torsion free. Take an étale cover 𝜈 : 𝑋 → 𝑋 with
fundamental group 𝜋1(𝑋) = 𝜚−1(Γ). Then the image of 𝜈∗𝜚 is torsion free.

In the following, we may replace 𝑋 by 𝑋 and 𝜚 by 𝜈∗𝜚 to assume that Im(𝜚) is torsion free.

Step 2. We find a suitable model of the Shafarevich map. Denote by 𝐻 := ker(𝜚), which is a normal
subgroup of 𝜋1(𝑋). We apply [Kol93, Corollary 3.5 & Remark 4.1.1] to conclude that there is a
normal quasi-projective variety Sh𝐻 (𝑋) and a dominant rational map sh𝐻𝑋 : 𝑋 d Sh𝐻 (𝑋) so that

(i) there is a Zariski open set 𝑋◦ ⊂ 𝑋 which does not meet the indeterminacy locus of sh𝐻𝑋 |𝑋◦

such that the fibers of sh𝐻𝑋 |𝑋◦ are closed in 𝑋;

(ii) sh𝐻𝑋 : 𝑋◦ → Sh𝐻 (𝑋) has connected general fibers;

(iii) there are at most countably many closed subvarieties 𝑍𝑖 ⫋ 𝑋 so that for every closed
subvariety𝑊 ⊂ 𝑋 such that𝑊 ⊄ ∪𝑍𝑖 , the image 𝜚

(
Im[𝜋1(𝑊norm) → 𝜋1(𝑋))]

)
is finite (and

thus trivial since the image of 𝜚 is torsion free by Step 1) if and only if sh𝐻𝑋 (𝑊) is a point.

Let us first take a resolution of singularities 𝑌1 → Sh𝐻 (𝑋), and then a birational proper
morphism 𝑋1 → 𝑋 from a quasi-projective manifold 𝑋1 which resolves the indeterminacy of 𝑋 d
𝑌1. Then the induced dominant morphism 𝑓1 : 𝑋1 → 𝑌1 fulfills the conditions of Lemma 2.0.3.
Thus, one has a commutative diagram as follows:

𝑋 ′
1 𝑋1 𝑋

𝑌 ′
1 𝑌1 Sh𝐻 (𝑋)

𝜇

𝑓 ′1

𝑞

𝑓1

𝜈

where

(a) 𝜇 is a proper birational morphism;

(b) 𝜈 is a birational (not necessarily proper) morphism,

(c) 𝑓 ′1 is a dominant morphism.

Moreover, one has a representation 𝜏 : 𝜋1(𝑌 ′
1) → 𝐺 (𝐾) so that ( 𝑓 ′1 )

∗𝜏 identifies with the pullback
𝜇∗𝑞∗𝜚.

Therefore, there are at most countably many closed subvarieties 𝑍 ′
𝑖
⫋ 𝑋 ′

1 such that for each
closed subvariety 𝑍 ⊂ 𝑋 ′

1 with

— 𝑍 ⊄ ∪𝑍 ′
𝑖
;

— 𝑓 ′1 (𝑍) is not a point,
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the map 𝑍 → (𝑞 ◦ 𝜇) (𝑍) is proper birational, and sh𝐻𝑋 ((𝑞 ◦ 𝜇) (𝑍)) is not a point. Write
𝑍 := (𝑞 ◦ 𝜇) (𝑍). By Item (iii) 𝜚

(
Im[𝜋1(𝑍norm) → 𝜋1(𝑋))]

)
is infinite. By Lemma 1.6.1 below,

𝜋1(𝑍norm) → 𝜋1(𝑍norm) is surjective. Hence (𝑞 ◦ 𝜇)∗𝜚
(
Im[𝜋1(𝑍norm) → 𝜋1(𝑋 ′

1))]
)

is infinite.

Step 3. We check that 𝜏 is big and obtain the required diagram. Let 𝑋 := 𝑋 ′
1, 𝑌 := 𝑌 ′

1 and 𝑓 := 𝑓 ′1 .
To simplify the notation, let us denote by the same letter 𝜚 the pullback 𝜚 : 𝜋1(𝑋) → 𝐺 (𝐾).
Hence 𝜚 = 𝑓 ∗𝜏. Recall that by Step 2 there are at most countably many closed subvarieties 𝑍 ′

𝑖
⫋ 𝑋

such that for every closed subvariety 𝑍 ⊂ 𝑋 with 𝑍 ⊄ ∪𝑍 ′
𝑖

and 𝑓 (𝑍) not a point, the image
𝜚
(
Im[𝜋1(𝑍norm) → 𝜋1(𝑋))]

)
is infinite.

Since 𝑓 : 𝑋 → 𝑌 is dominant with connected general fibers, for a subvariety 𝑊 of 𝑌 con-
taining a very general point, there is an irreducible component 𝑍 of 𝑓 −1(𝑊) which dominates
𝑊 and 𝑍 ⊄ ∪𝑍 ′

𝑖
. Hence 𝜏(Im[𝜋1(𝑍norm) → 𝜋1(𝑌 )]) = 𝜚(Im[𝜋1(𝑍norm) → 𝜋1(𝑋)]) is infinite.

Since the morphism 𝜋1(𝑍norm) → 𝜋1(𝑌 ) factors through 𝜋1(𝑊norm) → 𝜋1(𝑌 ), it follows that
𝜏(Im[𝜋1(𝑊norm) → 𝜋1(𝑌 )]) is infinite. Therefore 𝜏 is big. □
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SOME RESULTS ON VARIETIES WITH LOGARITHMIC
KODAIRA DIMENSION ZERO AND MAXIMAL

QUASI-ALBANESE DIMENSION

In this section we prove a result on Conjecture 1.5.4 by Campana, which will play important
role in this paper. We first prove a lemma.
Lemma 3.0.1. — Let 𝑓 : 𝑋 → 𝑌 be a dominant birational morphism of quasi-projective manifolds.
Let 𝐸 ⊂ 𝑋 be a Zariski closed subset such that 𝑓 (𝐸) has codimension at least two. Assume
𝜅(𝑌 ) ≥ 0. Then 𝜅(𝑋 − 𝐸) = 𝜅(𝑋).
Proof. — Let 𝑓 : 𝑋̄ → 𝑌 be a proper birational morphism which extends 𝑓 : 𝑋 → 𝑌 , where 𝑋̄
and 𝑌 are smooth projective compactifications of 𝑋 and 𝑌 such that 𝐵 = 𝑌 − 𝑌 is a simple normal
crossing divisor. Since the logarithmic Kodaira dimension is birationally invariant, we may further
blow-up 𝑋̄ to assume that

— 𝐸̄ + ( 𝑋̄ − 𝑋) is a simple normal crossing divisor,
where 𝐸̄ ⊂ 𝑋̄ is the closure of 𝐸 . Then we note that 𝑋̄ − 𝑋 is also simple normal crossing. Write
𝑋̄ − 𝑋 = 𝑓 −1(𝐵) + 𝐷, where 𝐷 is a reduced divisor on 𝑋̄ and 𝑓 −1(𝐵) = supp 𝑓 ∗𝐵. Then we have
𝑓 ∗𝐾𝑌̄ (𝐵) + 𝐸̄ ≤ 𝐾𝑋̄ ( 𝑓 −1(𝐵)). So we write 𝐾𝑋̄ ( 𝑓 −1(𝐵)) = 𝑓 ∗𝐾𝑌̄ (𝐵) + 𝐸̄ +𝐹, where 𝐹 is effective.
Then we have

𝐾𝑋̄ ( 𝑓 −1(𝐵)) + 𝐷 + 𝐸̄ = 𝑓 ∗𝐾𝑌̄ (𝐵) + 𝐷 + 2𝐸̄ + 𝐹
By the assumption 𝜅(𝑌 ) ≥ 0, one has 𝑛𝐾𝑌̄ (𝐵) ≥ 0 for some positive integer 𝑛 > 0. Therefore,

𝑛( 𝑓 ∗𝐾𝑌̄ (𝐵) + 𝐷 + 2𝐸̄ + 𝐹) ≤ 2𝑛( 𝑓 ∗𝐾𝑌̄ (𝐵) + 𝐷 + 𝐸̄ + 𝐹) = 2𝑛(𝐾𝑋̄ ( 𝑓 −1(𝐵)) + 𝐷).

Thus 𝑛(𝐾𝑋̄ ( 𝑓 −1(𝐵)) +𝐷+ 𝐸̄) ≤ 2𝑛(𝐾𝑋̄ ( 𝑓 −1(𝐵)) +𝐷). Recall that 𝑓 −1(𝐵) +𝐷+ 𝐸̄ and 𝑓 −1(𝐵) +𝐷
are both simple normal crossing divisors. It follows 𝜅(𝑋−𝐸) ≤ 𝜅(𝑋). Hence 𝜅(𝑋−𝐸) = 𝜅(𝑋). □

Lemma 3.0.2. — Let 𝛼 : 𝑋 → A be a (possibly non-proper) birational morphism from a quasi-
projective manifold 𝑋 to a semi-abelian variety A with 𝜅(𝑋) = 0. Then there exists a Zariski
closed subset 𝑍 ⊂ A of codimension at least two such that 𝛼 is isomorphic over A\𝑍 .
Proof. — Since 𝛼 : 𝑋 → A is birational, we remove the exceptional locus of 𝑋 → A from 𝑋

to get 𝑋◦ ⊂ 𝑋 such that 𝛼 : 𝑋◦ → 𝛼(𝑋◦) is an isomorphism. By 𝜅(A) = 0, we may apply
Lemma 3.0.1 to get 𝜅(𝑋◦) = 𝜅(𝑋) = 0. By Proposition 1.2.3, A − 𝛼(𝑋◦) has codimension at least
two. □

Lemma 3.0.3. — Let 𝛼 : 𝑋 → A be a (possibly non-proper) morphism from a quasi-projective
manifold 𝑋 to a semi-abelian variety A with 𝜅(𝑋) = 0. Assume that dim 𝑋 = dim𝛼(𝑋). Then
𝜋1(𝑋) is abelian.
Proof. — Step 1. We may assume that 𝛼 is dominant and birational. Consider the quasi-Stein
factorisation 𝑋

ℎ→ 𝑌
𝑘→ A of 𝛼, where ℎ is birational (might not proper), and 𝑘 is a finite

morphism. Since 𝜅(𝑋) = 0, one has

0 = 𝜅(𝑋) ≥ 𝜅(𝑌 ) ≥ 𝜅(𝑘 (𝑌 )) ≥ 0

where the last inequality follows from Proposition 1.2.3. Hence 𝜅(𝑌 ) = 𝜅(𝑘 (𝑌 )) = 0. By
Proposition 1.2.3 and Kawamata [Kaw81, Theorem 26], 𝑘 (𝑌 ) is a semi-abelian variety and 𝑘 is
finite étale. In conclusion, it now suffices to prove the proposition with A replaced by 𝑌 . Hence
in the following, we may assume that 𝛼 is dominant and birational.
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Step 2. We apply Lemma 3.0.2 to get the isomorphism 𝛼 |𝑋◦ : 𝑋◦ → A◦, where A − A◦ of
codimension at least two. Let 𝛼̄ : 𝑋 → A be a proper birational morphism which extends
𝛼 : 𝑋 → A such that 𝑋 is smooth. One gets the following commutative diagram

𝜋1(𝑋◦) 𝜋1(A◦)

𝜋1(𝑋)

𝜋1(𝛼̄−1(A)) 𝜋1(A)

≃

≃

≃

where the two rows are isomorphisms because they are induced by proper birational morphisms
between smooth quasi-projective varieties. The map 𝜋1(𝑋◦) → 𝜋1(𝑋) is surjective since it is
induced by the inclusion of a dense Zariski open subset. It follows that all the groups in the
previous diagram are isomorphic, so 𝜋1(𝑋) � 𝜋1(A) is abelian. □

Lemma 3.0.4. — Let 𝛼 : 𝑋 → A be a (possibly non-proper) morphism from a quasi-projective
manifold 𝑋 to a semi-abelian variety A with 𝜅(𝑋) = 0. Assume that dim 𝑋 = dim𝛼(𝑋) and
dim 𝑋 > 0. Then 𝑋 admits a Zariski dense entire curve C→ 𝑋 . In particular, 𝑋 is ℎ-special.
Proof. — As in the step 1 of the proof of Lemma 3.0.3, we may assume that 𝛼 : 𝑋 → A is
birational. We apply Lemma 3.0.2 to get the isomorphism 𝛼 |𝑋◦ : 𝑋◦ → A◦, where A − A◦ of
codimension at least two. Set 𝑍 = A − A◦. We shall show that A◦ = A − 𝑍 contains a Zariski
dense entire curve. Let 𝜑 : C→ A be a one parameter group such that 𝜑(C) ⊂ A is Zariski dense.
We define 𝐹 : C×𝑍 → A by 𝐹 (𝑐, 𝑧) = 𝑧+𝜑(𝑐). Then 𝐹 is a holomorphic map. Let 𝑍1 ⊂ 𝑍2 ⊂ · · ·
be a sequence of compact subsets of 𝑍 such that ∪𝑛𝑍𝑛 = 𝑍 . Let 𝐾𝑛 = {|𝑧 | ≤ 𝑛} ⊂ C. Then
𝐹 (𝐾𝑛 × 𝑍𝑛) ⊂ A is a compact subset. Set 𝑂𝑛 = A\𝐹 (𝐾𝑛 × 𝑍𝑛). Then 𝑂𝑛 ⊂ A is an open
subset. Note that dim(C× 𝑍) < dimA. Hence 𝑂𝑛 is a dense subset. Hence by the Baire category
theorem, the intersection ∩𝑛𝑂𝑛 is dense in A. In particular, we may take 𝑥 ∈ ∩𝑛𝑂𝑛. We define
𝑓 : C → A by 𝑓 (𝑐) = 𝑥 + 𝜑(𝑐). Then 𝑓 (C) ∩ 𝑍 = ∅. Indeed suppose contary 𝑓 (𝑐) ∈ 𝑍 .
Then 𝐹 (−𝑐, 𝑓 (𝑐)) = 𝑓 (𝑐) + 𝜑(−𝑐) = 𝑥. Since (−𝑐, 𝑓 (𝑐)) ∈ 𝐾𝑛 × 𝑍𝑛 for sufficiently large 𝑛, we
have 𝑥 ∈ 𝐹 (𝐾𝑛 × 𝑍𝑛), so 𝑥 ∉ 𝑂𝑛. This contradicts to the choice of 𝑥. By Lemma 1.5.3, 𝑋 is
ℎ-special. □

Lemma 3.0.5. — Let 𝛼 : 𝑋 → A be a (possibly non-proper) morphism from a quasi-projective
manifold 𝑋 to a semi-abelian variety A with 𝜅(𝑋) = 0. Assume that dim 𝑋 = dim𝛼(𝑋) and
dim 𝑋 > 0. Then Spsab(𝑋) = 𝑋 .
Proof. — As in the step 1 of the proof of Lemma 3.0.3, we may assume that 𝛼 : 𝑋 → A is
birational. We apply Lemma 3.0.2 to get the isomorphism 𝛼 |𝑋◦ : 𝑋◦ → A◦, where A − A◦ of
codimension at least two. Then we have the inverse A◦ → 𝑋 of the isomorphism 𝑋◦ → A◦. Thus
Spsab(𝑋) = 𝑋 . □

Example 3.0.6. — This example is a quasi-projective surface 𝑋 with maximal quasi-Albanese
dimension such that 𝑋 is ℎ-special, special, and 𝜅(𝑋) = 1.

Let 𝐶1 and 𝐶2 be elliptic curves which are not isogenus. Set 𝐴 = 𝐶1 ×𝐶2. Let 𝑝1 : 𝐴→ 𝐶1 and
𝑝2 : 𝐴 → 𝐶2 be the first and second projections, respectively. Let 𝐴 = Bl(0,0)𝐴 be the blow-up
with respect to the point (0, 0) ∈ 𝐴. Let 𝐸 ⊂ 𝐴 be the exceptional divisor and let 𝐷 ⊂ 𝐴 be the
proper transform of the divisor 𝑝−1

1 (0) ⊂ 𝐴. Set 𝑋 = 𝐴 − 𝐷. Then by Lemma 3.0.1, we have
𝜅(𝑋) = 𝜅(𝑋 − 𝐸). On the other hand, we have 𝑋 − 𝐸 = (𝐶1 − {0}) × 𝐶2. Hence 𝜅(𝑋) = 1.

Next we construct a Zariski dense entire curve 𝑓 : C→ 𝑋 . Let 𝜋1 : C→ 𝐶1 and 𝜋2 : C→ 𝐶2
be the universal covering maps. We assume that 𝜋1(0) = 0 and 𝜋2(0) = 0. Set Γ = 𝜋−1

1 (0), which
is a lattice in C. We define an entire function ℎ(𝑧) by the Weierstrass canonical product as follows

ℎ(𝑧) =
∏
𝜔∈Γ

(
1 − 𝑧

𝜔

)
𝑒𝑃2 (𝑧/𝜔) .

We consider 𝜋2 ◦ ℎ : C→ 𝐶2. Then for 𝜔 ∈ Γ, we have 𝜋2 ◦ ℎ(𝜔) = 0. Hence Γ ⊂ (𝜋2 ◦ ℎ)−1(0).
Thus 𝜋−1

1 (0) ⊂ (𝜋2 ◦ ℎ)−1(0). We define 𝑔 : C → 𝐴 by 𝑔(𝑧) = (𝜋1(𝑧), 𝜋2 ◦ ℎ(𝑧)). Then
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𝑔−1(𝑝−1
1 (0)) ⊂ 𝑔−1((0, 0)). Let 𝑓 : C → 𝐴 be the map induced from 𝑔. Then 𝑓 −1(𝐷 + 𝐸) ⊂

𝑓 −1(𝐸). By 𝜋′1(𝑧) ≠ 0 for all 𝑧 ∈ C, we have 𝑓 −1(𝐷 ∩ 𝐸) = ∅. Hence 𝑓 −1(𝐷) = ∅. This yields
𝑓 : C → 𝑋 . By the Bloch-Ochiai theorem, the Zariski closure of 𝑔 : C → 𝐴 is a translate of an
abelian subvariety of 𝐴. Since 𝐶1 and 𝐶2 are not isogenus, non-trivial abelian subvarieties are 𝐴,
𝐶1 × {0} and {0} × 𝐶2. Hence 𝑓 is Zariski dense. Hence 𝑋 is ℎ-special (cf. Lemma 1.5.3).

Next we show that 𝑋 is special. If 𝑋 is not special, then by definition after replacing 𝑋 by a
proper birational modification, there is an algebraic fiber space 𝑔 : 𝑋 → 𝐶 from 𝑋 to a quasi-
projective curve such that the orbifold base (𝐶,Δ) of 𝑔 defined in § 1.5 is of log general type, hence
hyperbolic. However, the composition 𝑔 ◦ 𝑓 is a orbifold entire curve of (𝐶,Δ). This contradicts
with the hyperbolicity of (𝐶,Δ). Therefore, 𝑋 is special.





CHAPTER 4

GENERALIZED GGL CONJECTURE FOR ALGEBRAIC
VARIETIES WITH MAXIMAL QUASI-ALBANESE DIMENSION

In this section, 𝐴 is a semi-abelian variety and 𝑌 is a Riemann surface with a proper surjective
holomorphic map 𝜋 : 𝑌 → C>𝛿 , where C>𝛿 := {𝑧 ∈ C | 𝛿 < |𝑧 |} with some fixed positive constant
𝛿 > 0. The purpose of this section is to prove the following theorem. The notations in the statement
will be given in § 4.1.
Theorem 4.0.1. — Let 𝑋 be a smooth quasi-projective variety which is of log general type. Assume
that there is a morphism 𝑎 : 𝑋 → 𝐴 such that dim 𝑋 = dim 𝑎(𝑋). Then there exists a proper
Zariski closed set Ξ ⫋ 𝑋 with the following property: Let 𝑓 : 𝑌 → 𝑋 be a holomorphic map
such that 𝑁ram 𝜋 (𝑟) = 𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | | and that 𝑓 (𝑌 ) ⊄ Ξ. Then 𝑓 does not have essential
singularity over ∞, i.e., there exists an extension 𝑓 : 𝑌 → 𝑋 of 𝑓 , where 𝑌 is a Riemann surface
such that 𝜋 : 𝑌 → C>𝛿 extends to a proper map 𝜋 : 𝑌 → C>𝛿 ∪ {∞} and 𝑋 is a compactification
of 𝑋 .

If we apply this theorem for 𝑌 = C>𝛿 , then we conclude that 𝑋 is pseudo Picard hyperbolic,
where 𝑋 is the same as in the theorem.

A consequence of Theorem 4.0.1 is the following result on Conjecture 1.7.5.
Corollary 4.0.2. — Let 𝑋 be a smooth quasi-projective variety. Assume that there is a morphism
𝑎 : 𝑋 → 𝐴 such that dim 𝑋 = dim 𝑎(𝑋). Then the following properties are equivalent:
(a) 𝑋 is of log general type;
(b) Spp(𝑋) ⫋ 𝑋;
(c) Sph(𝑋) ⫋ 𝑋;
(d) Spsab(𝑋) ⫋ 𝑋;
(e) Spalg(𝑋) ⫋ 𝑋 .

To prove Corollary 4.0.2, we start from the following general facts of the special subsets.
Lemma 4.0.3. — Let 𝑋 be a smooth quasi-projective variety. Then one has Spsab ⊆ Sph ⊆ Spp.
Proof. — Spsab ⊆ Sph follows from Lemma 3.0.4. For any non-constant holomorphic map
𝑓 : C→ 𝑋 , the holomorphic map

𝑔 : C∗ → 𝑋

𝑧 ↦→ 𝑓 (exp(1
𝑧
))

has essential singularity at 0. Note that the Zariski closure of 𝑔(D∗) coincides with the Zariski
closure of 𝑓 . It follows that Sph ⊆ Spp. □

Proof of Corollary 4.0.2. — (a) =⇒ (b). It follows from Theorem 4.0.1 directly.
(b) =⇒ (c). Note that pseudo Picard hyperbolicity always implies pseudo Brody one by

Lemma 4.0.3.
(c) =⇒ (d). This follows from Lemma 4.0.3.
(d) =⇒ (e). Let 𝐸 ⫋ 𝑋 be a proper Zariski closed subset such that 𝑎 |𝑋\𝐸 : 𝑋\𝐸 → 𝐴 is

quasi-finite. Set Ξ = Spsab(𝑋) ∪ 𝐸 . Under the hypothesis (d), we have Ξ ⫋ 𝑋 .
Now we prove that all closed subvarieties 𝑉 ⊂ 𝑋 with 𝑉 ⊄ Ξ are of log-general type. Note

that dim𝑉 = dim 𝑎(𝑉). Hence 𝜅(𝑉) ≥ 0 by Proposition 1.2.3. We prove that the logarithmic
Iitaka fibration 𝑉 d 𝑊 is birational. So assume contrary that a very general fiber 𝐹 is positive
dimensional. We have 𝐹 ⊄ Ξ, hence 𝐹 ⊄ Spsab(𝑋), and the logarithmic Kodaira dimension
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satisfies 𝜅(𝐹) = 0. Then 𝑎 |𝐹 : 𝐹 → 𝐴 satisfies dim 𝑎(𝐹) = dim 𝐹. Hence by Lemma 3.0.5, we
have Spsab𝐹 = 𝐹. This contradicts to 𝐹 ⊄ Spsab(𝑋). Hence 𝑉 is of log general type.

(e) =⇒ (a). This is obvious. □

Therefore, Corollary 4.0.2 proves Conjecture 1.7.5 for quasi-projective varieties with maximal
quasi-Albanese dimension.

In this section, after introducing the notations in Nevanlinna theory in the following subsection
(cf. § 4.1), we shall prove Theorem 4.0.1 in § 4.3 to § 4.8. The proof of Theorem 4.0.1 is based
on the arguments of [NWY13] and [Yam15]. The proof of Theorem 4.0.1 is independent from the
other part of this paper. So the reader may skip § 4.3 to § 4.8.

4.1. Some notions in Nevanlinna theory

We shall recall some elements of Nevanlinna theory (cf. [NW14]). For 𝑟 > 2𝛿, define 𝑌 (𝑟) =
𝜋−1 (C>2𝛿 (𝑟)

)
where C>2𝛿 (𝑟) = {𝑧 ∈ C | 2𝛿 < |𝑧 | < 𝑟}. In the following, we assume that 𝑟 > 2𝛿.

The ramification counting function of the covering 𝜋 : 𝑌 → C>𝛿 is defined by

𝑁ram 𝜋 (𝑟) :=
1

deg𝜋

∫ 𝑟

2𝛿


∑︁
𝑦∈𝑌 (𝑡 )

ord 𝑦ram 𝜋


𝑑𝑡

𝑡
,

where ram 𝜋 ⊂ 𝑌 is the ramification divisor of 𝜋 : 𝑌 → C>𝛿 .
Let 𝑋 be a projective variety and let 𝑍 be a closed subscheme of 𝑋 . Let 𝑓 : 𝑌 → 𝑋 be a

holomorphic map such that 𝑓 (𝑌 ) ⊄ 𝑍 . Since 𝑌 is one dimensional, the pull-back 𝑓 ∗𝑍 is a divisor
on 𝑌 . The counting function and truncated function are defined to be

𝑁 𝑓 (𝑟, 𝑍) :=
1

deg 𝜋

∫ 𝑟

2𝛿


∑︁
𝑦∈𝑌 (𝑡 )

ord𝑦 𝑓 ∗𝑍

𝑑𝑡

𝑡
,

𝑁
(𝑘 )
𝑓

(𝑟, 𝑍) :=
1

deg 𝜋

∫ 𝑟

2𝛿


∑︁
𝑦∈𝑌 (𝑡 )

min
{
𝑘, ord𝑦 𝑓 ∗𝑍

}
𝑑𝑡

𝑡
,

where 𝑘 ∈ Z≥1 is a positive integer. We define the proximity function by

𝑚 𝑓 (𝑟, 𝑍) :=
1

deg 𝜋

∫
𝑦∈𝜋−1 ({ |𝑧 |=𝑟 })

𝜆𝑍 ( 𝑓 (𝑦))
𝑑arg 𝜋(𝑦)

2𝜋
,

where 𝜆𝑍 : 𝑋 − supp 𝑍 → R≥0 is a Weil function for 𝑍 (cf. [Yam04, Prop 2.2.3]).
Let 𝐿 be a line bundle on 𝑋 . Let 𝑓 : 𝑌 → 𝑋 be a holomorphic map. We define the order

function 𝑇 𝑓 (𝑟, 𝐿) as follows. First suppose that 𝑋 is smooth. We equip with a smooth hermitian
metric ℎ𝐿 , and let 𝑐1(𝐿, ℎ𝐿) be the curvature form of (𝐿, ℎ𝐿). Set

𝑇 𝑓 (𝑟, 𝐿) :=
1

deg 𝜋

∫ 𝑟

2𝛿

[∫
𝑌 (𝑡 )

𝑓 ∗𝑐1(𝐿, ℎ𝐿)
]
𝑑𝑡

𝑡
.

This definition is independent of the choice of the hermitian metric up to a function 𝑂 (log 𝑟). For
the general case, let 𝑉 ⊂ 𝑋 be the Zariski closure of 𝑓 (𝑌 ) and let 𝑉 ′ → 𝑉 be a smooth model of
𝑉 . This induces a morphism 𝑝 : 𝑉 ′ → 𝑋 . We have a natural lifting 𝑓 ′ : 𝑌 → 𝑉 ′ of 𝑓 : 𝑌 → 𝑉 .
Then we set

𝑇 𝑓 (𝑟, 𝐿) := 𝑇 𝑓 ′ (𝑟, 𝑝∗𝐿) +𝑂 (log 𝑟).
This definition does not depend on the choice of 𝑉 ′ → 𝑉 up to a function 𝑂 (log 𝑟).
Theorem 4.1.1 (First Main Theorem). — Let 𝑋 be a projective variety and let 𝐷 be an effective
Cartier divisor on 𝑋 . Let 𝑓 : 𝑌 → 𝑋 be a holomorphic curve such that 𝑓 (𝑌 ) ⊄ 𝐷. Then

𝑁 𝑓 (𝑟, 𝐷) + 𝑚 𝑓 (𝑟, 𝐷) = 𝑇 𝑓 (𝑟,O𝑋 (𝐷)) +𝑂 (log 𝑟).
Proof. — Let𝑉 ⊂ 𝑋 be the Zariski closure of 𝑓 (𝑌 ) and let 𝑝 : 𝑉 ′ → 𝑉 be a desingularization. Let
𝑓 ′ : 𝑌 → 𝑉 ′ be the canonical lifting of 𝑓 . Replacing 𝑋 , 𝐷 and 𝑓 by 𝑉 ′, 𝑝∗𝐷 and 𝑓 ′, respectively,
we may assume that 𝑋 is smooth.
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Let | | · | | be a smooth Hermitian metric on O𝑋 (𝐷) and let 𝑠𝐷 be the associated section for 𝐷.
By the Poincaé-Lelong formula, we have

2𝑑𝑑𝑐 log(1/| |𝑠𝐷 ◦ 𝑓 (𝑦) | |) = −
∑︁
𝑦∈𝑌

(ord𝑦 𝑓 ∗𝐷)𝛿𝑦 + 𝑓 ∗𝑐1(O𝑋 (𝐷), | | · | |),

where 𝛿𝑦 is Dirac current suported on 𝑦. Integrating over 𝑌 (𝑡), we get

2
∫
𝑌 (𝑡 )

𝑑𝑑𝑐 log(1/| |𝑠𝐷 ◦ 𝑓 (𝑦) | |) = −
∑︁
𝑦∈𝑌 (𝑡 )

ord𝑦 𝑓 ∗𝐷 +
∫
𝑌 (𝑡 )

𝑓 ∗𝑐1(O𝑋 (𝐷), | | · | |)

Hence, we get

−𝑁 𝑓 (𝑟, 𝐷) + 𝑇 𝑓 (𝑟,O𝑋 (𝐷)) = lim
𝛿′→𝛿+

2
deg 𝜋

∫ 𝑟

2𝛿′

𝑑𝑡

𝑡

∫
𝜋−1

(
C>2𝛿′ (𝑡 )

) 𝑑𝑑𝑐 log
(

1
| |𝑠𝐷 ◦ 𝑓 (𝑧) | |

)
= lim
𝛿′→𝛿+

2
deg 𝜋

∫ 𝑟

2𝛿′

𝑑𝑡

𝑡

∫
𝜕𝜋−1

(
C>2𝛿′ (𝑡 )

) 𝑑𝑐 log
(

1
| |𝑠𝐷 ◦ 𝑓 (𝑧) | |

)
= 𝑚 𝑓 (𝑟, 𝐷) − 𝑚 𝑓 (2𝛿, 𝐷) − 𝐶 𝑓 log(𝑟/2𝛿),

where we set
𝐶 𝑓 = lim

𝛿′→𝛿+

2
deg 𝜋

∫
𝜋−1{ |𝑧 |=2𝛿′ }

𝑑𝑐 log
(

1
| |𝑠𝐷 ◦ 𝑓 (𝑧) | |

)
,

which is a constant independent of 𝑟. □

For any effective divisor 𝐷𝐿 ∈ |𝐿 | with 𝑓 (𝑌 ) ⊄ 𝐷𝐿 , the First Main theorem (cf. Theorem 4.1.1)
implies the following Nevanlinna inequality:

𝑁 𝑓 (𝑟, 𝐷𝐿) ⩽ 𝑇 𝑓 (𝑟, 𝐿) +𝑂 (log 𝑟).(4.1.0.1)
When 𝐿 is an ample line bundle on 𝑋 , then we have 𝑇 𝑓 (𝑟, 𝐿) + 𝑂 (log 𝑟) > 0. If 𝐿′ is another
ample line bundle on 𝑋 , then we have 𝑇 𝑓 (𝑟, 𝐿′) = 𝑂 (𝑇 𝑓 (𝑟, 𝐿)) + 𝑂 (log 𝑟). We write 𝑇 𝑓 (𝑟) for
short instead of 𝑇 𝑓 (𝑟, 𝐿) when the order of magnitude as 𝑟 → ∞ is concerned.
Lemma 4.1.2. — Let 𝑋 be a smooth projective variety and let 𝑓 : 𝑌 → 𝑋 be a holomorphic map.
Assume that 𝑇 𝑓 (𝑟) = 𝑂 (log 𝑟) | | and 𝑁ram 𝜋 (𝑟) = 𝑂 (log 𝑟) | |. Here the symbol | | means that the
stated estimate holds for 𝑟 > 2𝛿 outside some exceptional interval with finite Lebesgue measure.
Then 𝑓 does not have essential singularity over ∞.
Proof. — For 𝑠 > 2𝛿, we set 𝜈(𝑠) = ∑

𝑦∈𝑌 (𝑠) ord 𝑦ram 𝜋. Then for 2𝛿 < 𝑠 < 𝑟 , we have

𝑁ram 𝜋 (𝑟) − 𝑁ram 𝜋 (𝑠) =
1

deg𝜋

∫ 𝑟

𝑠


∑︁
𝑦∈𝑌 (𝑡 )

ord 𝑦ram 𝜋


𝑑𝑡

𝑡

≥ 1
deg𝜋

∫ 𝑟

𝑠

𝜈(𝑠) 𝑑𝑡
𝑡

=
𝜈(𝑠)
deg𝜋

(log 𝑟 − log 𝑠).

(4.1.0.2)

Set 𝐾 = lim
𝑟→∞ 𝑁ram 𝜋 (𝑟)/log 𝑟 . By 𝑁ram 𝜋 (𝑟) = 𝑂 (log 𝑟) | |, we have 𝐾 < ∞. By (4.1.0.2),

we have 𝜈(𝑠) ≤ 𝐾deg𝜋. Since 𝑠 > 2𝛿 is arbitraly, the ramification divisor ram 𝜋 ⊂ 𝑌 consists
of finite points. Thus we may take 𝑠0 > 𝛿 such that 𝜋−1(C>𝑠0) → C>𝑠0 is unramified covering.
Thus 𝜋−1(C>𝑠0) is a disjoint union of punctured discs. Hence we may take an extension 𝜋 : 𝑌 →
C>𝛿 ∪ {∞} of the covering 𝜋 : 𝑌 → C>𝛿 .

In the following, we replace 𝛿 by 𝑠0 and take a connected component of 𝜋−1(C>𝑠0). Then we
may assume that 𝜋 : 𝑌 → C>𝛿 is unramified and 𝑌 is a punctured disc. Let 𝜔 be a smooth
positive (1, 1)-form on 𝑋 . For 𝑠 > 2𝛿, we set 𝛼(𝑠) =

∫
𝑌 (𝑠) 𝑓

∗𝜔. Then by the similar computation
as in (4.1.0.2), the assumption 𝑇 𝑓 (𝑟) = 𝑂 (log 𝑟) | | yields that 𝛼(𝑠) is bounded on 𝑠 > 2𝛿. Thus∫
𝑌
𝑓 ∗𝜔 < ∞. By Lemma 4.1.3 below, we conclude the proof. □

The following lemma is well-known to the experts. We refer the readers to [CD21, Lemma 3.3]
for a simpler proof based on Bishop’s theorem.
Lemma 4.1.3. — Let 𝑋 be a compact Kähler manifold and let 𝑓 : D∗ → 𝑋 be a holomorphic
map from the punctured disc D∗. Let 𝜔 be a smooth Kähler form on 𝑋 . Suppose

∫
D∗
𝑓 ∗𝜔 < ∞.

Then 𝑓 has holomorphic extension 𝑓 : D→ 𝑋 . □
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Lemma 4.1.4. — Let 𝑋 be a smooth projective variety and let 𝑓 : 𝑌 → 𝑋 be a holomorphic map.
If lim

𝑟→∞ 𝑇 𝑓 (𝑟)/log 𝑟 < +∞, then 𝑇 𝑓 (𝑟) = 𝑂 (log 𝑟).
Proof. — For 𝑠 > 2𝛿, we set 𝛼(𝑠) =

∫
𝑌 (𝑠) 𝑓

∗𝜔, where 𝜔 is a smooth positive (1, 1)-form on 𝑋 .
Then by the similar computation as in (4.1.0.2), the assumption lim

𝑟→∞ 𝑇 𝑓 (𝑟)/log 𝑟 < +∞ yields
that 𝛼(𝑠) is bounded, i.e., there exists a positive constant 𝐶 > 0 such that 𝛼(𝑠) < 𝐶 for all 𝑠 > 2𝛿.
Hence for all 𝑟 > 2𝛿, we have

1
deg 𝜋

∫ 𝑟

2𝛿

[∫
𝑌 (𝑡 )

𝑓 ∗𝜔

]
𝑑𝑡

𝑡
<

𝐶

deg 𝜋
log

𝑟

2𝛿
.

Thus we get 𝑇 𝑓 (𝑟) = 𝑂 (log 𝑟). □

4.2. Lemma on logarithmic derivatives

Let 𝜋𝑌 : 𝑌 → C>𝛿 be a Riemann surface with a proper surjective holomorphic map. Set
𝐷𝑌 = 𝜋∗

𝑌
(𝜕/𝜕𝑧). Then 𝐷𝑌 is a meromorphic vector field on 𝑌 . For a meromorphic function

𝑓 : 𝑌 → P1 on 𝑌 , we set 𝑓 ′ = 𝐷𝑌 ( 𝑓 ). For 𝑟 > 2𝛿, we set as follows:

𝑚(𝑟, 𝑓 ) = 1
deg 𝜋𝑌

∫
𝑦∈𝜋−1

𝑌
({ |𝑧 |=𝑟 })

log
√︃

1 + | 𝑓 (𝑦) |2 𝑑 arg 𝜋𝑌 (𝑦)
2𝜋

,

𝑇 (𝑟, 𝑓 ) = 1
deg 𝜋𝑌

∫ 𝑟

2𝛿

𝑑𝑡

𝑡

∫
𝑌 (𝑡 )

𝑓 ∗𝜔F.S.,

where 𝜔F.S. is the Fubini-Study form:

𝜔F.S. =
1

(1 + |𝑤 |2)2

√
−1

2𝜋
𝑑𝑤 ∧ 𝑑𝑤.

Note that 𝑚(𝑟, 𝑓 ) is a proximity function function for 𝑓 : 𝑌 → P1 with respect to the divisor (∞)
on P1, and 𝑇 (𝑟, 𝑓 ) is a order function with respect to the ample line bundle OP1 (1).
Lemma 4.2.1. — For 𝑛 ∈ Z≥1, we have 𝑇 (𝑟, 𝑓 𝑛) = 𝑛𝑇 (𝑟, 𝑓 ) +𝑂 (log 𝑟).
Proof. — Let 𝜑 : P1 → P1 be defined by 𝜑(𝑤) = 𝑤𝑛, then we have 𝑓 𝑛 = 𝜑 ◦ 𝑓 . By 𝜑∗OP1 (1) =
OP1 (𝑛), we obtain our lemma. □

Lemma 4.2.2. — 𝑚(𝑟, 𝑓 ′/ 𝑓 ) ≤ 3𝑇 (𝑟, 𝑓 ) +𝑂 (log 𝑟) | |
Proof. — Set

𝑓 # =
| 𝑓 ′ |

1 + | 𝑓 |2
and

𝑚#(𝑟, 𝑓 ) = 1
deg 𝜋𝑌

∫
𝑦∈𝜋−1

𝑌
({ |𝑧 |=𝑟 })

log
√︃

1 + ( 𝑓 #(𝑦))2 𝑑 arg 𝜋𝑌 (𝑦)
2𝜋

.

We first show

(4.2.0.1) 𝑚#(𝑟, 𝑓 ) ≤ 𝑇 (𝑟, 𝑓 ) +𝑂 (log 𝑟) | |.

Indeed using convexity of log, we have

𝑚#(𝑟, 𝑓 ) ≤ 1
2

log

(
1 + 1

deg 𝜋𝑌

∫
𝑦∈𝜋−1

𝑌
({ |𝑧 |=𝑟 })

𝑓 #(𝑦)2 𝑑 arg 𝜋𝑌 (𝑦)
2𝜋

)
.

Using polar coordinate, we get∫
𝑌 (𝑟 )

𝑓 ∗𝜔F.S. =
1
𝜋

∫ 𝑟

2𝛿
𝑡𝑑𝑡

∫
𝑦∈𝜋−1

𝑌
({ |𝑧 |=𝑡 })

𝑓 #(𝑦)2𝑑 arg 𝜋𝑌 (𝑦).

This shows
1
2𝑟

𝑑

𝑑𝑟

(
𝑟
𝑑

𝑑𝑟
𝑇 (𝑟, 𝑓 )

)
=

1
deg 𝜋𝑌

∫
𝑦∈𝜋−1

𝑌
({ |𝑧 |=𝑟 })

𝑓 #(𝑦)2 𝑑 arg 𝜋𝑌 (𝑦)
2𝜋

.
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Hence using Borel’s growth lemma [NW14, p. 13], we get

𝑚#(𝑟, 𝑓 ) ≤ 1
2

log
(
1 + 1

2𝑟
𝑑

𝑑𝑟

(
𝑟
𝑑

𝑑𝑟
𝑇 (𝑟, 𝑓 )

))
≤ 1

2
log

(
1 + 1

2𝑟

(
𝑟
𝑑

𝑑𝑟
𝑇 (𝑟, 𝑓 )

)1+𝛿
)
| | 𝛿

≤ 1
2

log
(
1 + 1

2
𝑟 𝛿𝑇 (𝑟, 𝑓 ) (1+𝛿 )2

)
| | 𝛿

≤ 𝑇 (𝑟, 𝑓 ) +𝑂 (log 𝑟) | |.

This shows our estimate (4.2.0.1). Here we take 𝛿 = 1 in the final equation.
Now by

log

√︄
1 +

���� 1𝑓 ����2 + log
√︃

1 + | 𝑓 |2 + log

√︄
1 +

(
| 𝑓 ′ |

1 + | 𝑓 |2

)2

= log

√︄(
| 𝑓 | + 1

| 𝑓 |

)2
+

���� 𝑓 ′𝑓 ����2 ≥ log

√︄
1 +

���� 𝑓 ′𝑓 ����2,
we get

𝑚(𝑟, 𝑓 ′/ 𝑓 ) ≤ 𝑚(𝑟, 1/ 𝑓 ) + 𝑚(𝑟, 𝑓 ) + 𝑚#(𝑟, 𝑓 ).
Using the first main theorem (cf. Theorem 4.1.1) and (4.2.0.1), we get Lemma 4.2.2. □

We prove Nevanlinna’s lemma on logarithmic derivatives (cf. [NW14, Lemma 1.2.2]) in the
following form.
Theorem 4.2.3. — 𝑚(𝑟, 𝑓 ′/ 𝑓 ) = 𝑜(𝑇 (𝑟, 𝑓 )) +𝑂 (log 𝑟) | |.
Proof. — We first show that for every 𝜀 > 0, we have

(4.2.0.2) 𝑚(𝑟, 𝑓 ′/ 𝑓 ) ≤ 𝜀𝑇 (𝑟, 𝑓 )) +𝑂 𝜀 (log 𝑟) | |𝜀 .

Here 𝑂 𝜀 indicates that the implicit constant in the Landau symbol 𝑂 may depend on 𝜀.
Indeed we take 𝑛 ∈ Z≥1 so that 3/𝑛 < 𝜀. We set 𝑓𝑛 = 𝑛

√︁
𝑓 . Then 𝑓𝑛 is a multi-valued

meromorphic function on 𝑌 . Let 𝜋𝑌𝑛 : 𝑌𝑛 → C>𝛿 be the Riemann surface for 𝑓𝑛. Both 𝑓 and 𝑓𝑛
are considered as meromorphic funtions on 𝑌𝑛. We have 𝑓 ′/ 𝑓 = 𝑛 𝑓 ′𝑛/ 𝑓𝑛. By Lemma 4.2.1, we get

𝑚(𝑟, 𝑓 ′/ 𝑓 ) = 𝑚(𝑟, 𝑓 ′𝑛/ 𝑓𝑛) +𝑂 (1) ≤ 3𝑇 (𝑟, 𝑓𝑛) +𝑂 (log 𝑟) | |.

Hence by Lemma 4.2.2, we have

𝑚(𝑟, 𝑓 ′/ 𝑓 ) ≤ 3
𝑛
𝑇 (𝑟, 𝑓 ) +𝑂 (log 𝑟) | |.

This shows (4.2.0.2).
Suppose that lim

𝑟→∞ 𝑇 (𝑟, 𝑓 )/log 𝑟 < +∞. Then by Lemma 4.1.4, we have 𝑇 (𝑟, 𝑓 ) = 𝑂 (log 𝑟).
Then by (4.2.0.2) , we have 𝑚(𝑟, 𝑓 ′/ 𝑓 ) = 𝑂 (log 𝑟), in particular 𝑚(𝑟, 𝑓 ′/ 𝑓 ) = 𝑜(𝑇 (𝑟, 𝑓 )) +
𝑂 (log 𝑟) | |.

Next we assume lim
𝑟→∞ 𝑇 (𝑟, 𝑓 )/log 𝑟 = +∞. Then log 𝑟 = 𝑜(𝑇 (𝑟, 𝑓 )). Hence by (4.2.0.2) , we

have

(4.2.0.3) 𝑚(𝑟, 𝑓 ′/ 𝑓 ) ≤ 𝜀𝑇 (𝑟, 𝑓 ) + 𝑜(𝑇 (𝑟, 𝑓 )) | |𝜀
for all 𝜀 > 0. This implies 𝑚(𝑟, 𝑓 ′/ 𝑓 ) = 𝑜(𝑇 (𝑟, 𝑓 )) | |. Indeed we take a sequence 2𝛿 = 𝑟0 < 𝑟1 <
𝑟2 < · · · with 𝑟𝑛 → ∞ as follows. By (4.2.0.3), we have 𝑚(𝑟, 𝑓 ′/ 𝑓 ) ≤ 1

𝑛
𝑇 (𝑟, 𝑓 ) for all 𝑟 > 2𝛿

outside some exceptional set 𝐸𝑛 ⊂ (2𝛿,∞) with |𝐸𝑛 | < ∞. We take 𝑟𝑛 such that | (𝑟𝑛,∞) ∩ 𝐸𝑛 | <
1/2𝑛. We set 𝜀(𝑟) = 1/𝑛 if 𝑟𝑛 ≤ 𝑟 < 𝑟𝑛+1, and 𝜀(𝑟) = 1 if 𝑟0 < 𝑟 < 𝑟1. Then 𝜀(𝑟) → 0 if
𝑟 → ∞. Set 𝐸 = (𝑟0, 𝑟1) ∪

⋃ ((𝑟𝑛, 𝑟𝑛+1) ∩ 𝐸𝑛). Then we have 𝑚(𝑟, 𝑓 ′/ 𝑓 ) ≤ 𝜀(𝑟)𝑇 (𝑟, 𝑓 ) for all
𝑟 > 2𝛿 outside 𝐸 , and |𝐸 | < 𝑟1 + 1. Hence we get 𝑚(𝑟, 𝑓 ′/ 𝑓 ) = 𝑜(𝑇 (𝑟, 𝑓 )) | |, in particular we get
𝑚(𝑟, 𝑓 ′/ 𝑓 ) = 𝑜(𝑇 (𝑟, 𝑓 )) +𝑂 (log 𝑟) | |. This conclude the proof of the theorem. □
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Let 𝑉 be a smooth projective variety and let 𝐷 ⊂ 𝑉 be a simple normal crossing divisor. Let
𝑇 (𝑉 ; log𝐷) be the logarithmic tangent bundle. Set 𝑇 (𝑉 ; log𝐷) = 𝑃(𝑇 (𝑉 ; log𝐷) ⊕ O𝑉 ), which
is a smooth compactification of 𝑇 (𝑉 ; log𝐷). Let 𝜕𝑇 (𝑉 ; log𝐷) ⊂ 𝑇 (𝑉 ; log𝐷) be the boundary
divisor. Let 𝑓 : 𝑌 → 𝑉 be a holomorphic map such that 𝑓 (𝑌 ) ⊄ 𝐷. Then we get a derivative map
𝑗1( 𝑓 ) : 𝑌 → 𝑇 (𝑉 ; log𝐷). By (4.2.3), we obtain the following estimate

(4.2.0.4) 𝑚 𝑗1 ( 𝑓 ) (𝑟, 𝜕𝑇 (𝑉 ; log𝐷)) = 𝑜(𝑇 (𝑟, 𝑓 )) +𝑂 (log 𝑟) | |.
For the proof of this estimate, we refer the readers to [Yam04, Thm 5.1.7 (2)], where we use
Theorem 4.2.3 instead of [Yam04, Thm 2.5.1 (2)]. (Here we simply denote 𝑗1( 𝑓 ) instead of
” 𝑗 log

1 ( 𝑓 )” in [Yam04].) More generally, by the same manner using Theorem 4.2.3, the estimates
in [Yam04, Thm 5.1.7] are valid with the error term 𝑆(𝑟, 𝑓 ) = 𝑜(𝑇 (𝑟, 𝑓 )) +𝑂 (log 𝑟) | |.

Convention and notation. — In the rest of this section, we use the following convention and
notation. Let Σ be a quasi-projective variety and let Σ be a projective compactification. We denote
by 𝑓 : 𝑌 ⇀ Σ a holomorphic map 𝑓 : 𝑌 → Σ such that 𝑓 −1(Σ) ≠ ∅. Moreover for a Zariski closed
set𝑊 ⊂ Σ, we denote by 𝑓 (𝑌 ) ⊏ 𝑊 if 𝑓 (𝑌 ) ⊂ 𝑊 , where𝑊 ⊂ Σ is the Zariski closure.

Let 𝐴 be a semi-abelian variety and let 𝑆 be a projective variety. For 𝑓 : 𝑌 ⇀ 𝐴 × 𝑆, we set

𝑁̄𝜕𝑓 (𝑟) :=
1

deg 𝜋

∫ 𝑟

2𝛿
card

(
𝑌 (𝑡) ∩ 𝑓 −1(𝜕𝐴 × 𝑆)

) 𝑑𝑡
𝑡
.

This definition does not depend on the choice of 𝐴.
For 𝑓 : 𝑌 ⇀ 𝐴 × 𝑆, we define 𝑓𝐴 : 𝑌 ⇀ 𝐴 and 𝑓𝑆 : 𝑌 → 𝑆 by the compositions of 𝑓 and the

projections 𝐴 × 𝑆 → 𝐴 and 𝐴 × 𝑆 → 𝑆, respectively.

4.3. Preliminaries for the proof of Theorem 4.0.1

Let 𝑉 be a smooth algebraic variety. Let 𝑇𝑉 be the tangent bundle of 𝑉 . Then we have
𝑇𝑉 = Spec(Sym Ω1

𝑉
). Set 𝑇𝑉 = 𝑃(𝑇𝑉 ⊕ O𝑉 ), which is a smooth compactification of 𝑇𝑉 . Then

we have 𝑇𝑉 = Proj((Sym Ω1
𝑉
) ⊗O𝑉

O𝑉 [𝜂]). Let 𝑍 ⊂ 𝑉 be a closed subscheme. We define a
closed subscheme 𝑍 (1) ⊂ 𝑇 (𝑉) as follows (cf. [Yam04, p. 38]): Let 𝑈 ⊂ 𝑉 be an affine open
subset. Let (𝑔1, · · · , 𝑔𝑙) ⊂ Γ(𝑈,O𝑉 ) be the defining ideal of 𝑍 ∩𝑈. Then 𝑍 (1) ∩ 𝑇 (𝑈) is defined
by the homogeneous ideal

(𝑔1, · · · , 𝑔𝑙, 𝑑𝑔1 ⊗ 1, · · · , 𝑑𝑔𝑙 ⊗ 1) ⊂ Γ(𝑈, (Sym Ω1
𝑉 ) ⊗O𝑉

O𝑉 [𝜂]).

We glue 𝑍 (1) ∩𝑇 (𝑈) to define 𝑍 (1) . If 𝑍 ⊂ 𝑉 is a closed immersion of a smooth algebraic variety,
then 𝑍 (1) ∩ 𝑇 (𝑉) = 𝑇 (𝑍).

Let 𝑆 be a projective variety, and let 𝑊 ⊂ 𝐴 × 𝑆 be a Zariski closed set. Let 𝑞 : 𝐴 × 𝑆 → 𝑆 be
the second projection and let 𝑞𝑊 : 𝑊 → 𝑆 be the restriction of 𝑞 on 𝑊 . Given 𝑓 : 𝑌 ⇀ 𝐴 × 𝑆,
we denote by Σ ⊂ 𝑆 the Zariski closure of 𝑓𝑆 (𝑌 ) ⊂ 𝑆. We define 𝑒( 𝑓 ,𝑊) to be the dimension of
the generic fiber of 𝑞−1

𝑊
(Σ) → Σ. We set 𝑒( 𝑓 ,𝑊) = −1 if the generic fiber of 𝑞−1

𝑊
(Σ) → Σ is an

empty set.
Now assume that𝑊 ⊂ 𝐴 × 𝑆 is irreducible and 𝑞(𝑊) = 𝑆. We also assume that dim St(𝑊) = 0,

where the action 𝐴 ↷ 𝐴 × 𝑆 is defined by (𝑎, 𝑠) ↦→ (𝑎 + 𝛼, 𝑠) for 𝛼 ∈ 𝐴. Since 𝑊 and 𝑆 are
integral, and 𝑞𝑊 is dominant, there exists a non-empty Zariski open subset𝑊𝑜 ⊂ 𝑊 such that 𝑞𝑊
is a smooth morphism over𝑊𝑜. Let 𝑆𝑜 ⊂ 𝑆 be a non-empty Zariski open subset such that for each
𝑠 ∈ 𝑆𝑜, (1) every irreducible component of 𝑞−1

𝑊
(𝑠) has non-trivial intersection with 𝑊𝑜, and (2)

the stabilizer of every irreducible component of 𝑞−1
𝑊
(𝑠) is 0-dimensional.

Assume 𝑆 is smooth. We note

(4.3.0.1) 𝑇 (𝐴 × 𝑆) = 𝐴 × 𝑆′,
where 𝑆′ = Lie(𝐴) × 𝑇𝑆. We may define 𝑒( 𝑗1 𝑓 ,𝑊 (1) ) from 𝑗1 𝑓 : 𝑌 ⇀ 𝐴× 𝑆′ and𝑊 (1) ⊂ 𝐴× 𝑆′.
Lemma 4.3.1. — Assume that 𝑆 is smooth and projective, and that𝑊 ⊂ 𝐴 × 𝑆 is irreducible with
𝑞(𝑊) = 𝑆. Let 𝑓 : 𝑌 ⇀ 𝐴× 𝑆 satisfies 𝑒( 𝑗1 𝑓 ,𝑊 (1) ) = 𝑒( 𝑓 ,𝑊) and 𝑓𝑆 (𝑌 ) ⊄ 𝑆− 𝑆𝑜. Then we have

𝑇 𝑓𝐴 (𝑟) = 𝑂 (𝑇 𝑓𝑆 (𝑟)) +𝑂 (log 𝑟).
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Remark 4.3.2. — In the statement of the lemma, by 𝑇 𝑓𝐴 (𝑟) we mean 𝑇 𝑓𝐴 (𝑟, 𝐿) for some ample
line bundle on a compactification 𝐴. So this notion has ambiguity, but we have 𝑇 𝑓𝐴 (𝑟, 𝐿′) =

𝑂 (𝑇 𝑓𝐴 (𝑟, 𝐿))+𝑂 (log 𝑟) for other choices. Hence the term𝑂 (𝑇 𝑓𝐴 (𝑟))+𝑂 (log 𝑟) has fixed meaning.
Similar for 𝑂 (𝑇 𝑓𝑆 (𝑟)) +𝑂 (log 𝑟).
Proof of Lemma 4.3.1. — We define Z(𝑊) ⊂ 𝐴 × 𝑆 × 𝑆 by

Z(𝑊) = {(𝑎, 𝑠1, 𝑠2) ∈ 𝐴 × 𝑆 × 𝑆; dim(𝑞−1
𝑊 (𝑠1) ∩ (𝑎 + 𝑞−1

𝑊 (𝑠2))) ≥ dim𝑊 − dim 𝑆},

where we consider 𝑞−1
𝑊
(𝑠1) and 𝑞−1

𝑊
(𝑠2) as subvarieties of 𝐴. For 𝑠 ∈ 𝑆, let Z𝑠 (𝑊) ⊂ 𝐴 × 𝑆 be

the fiber of the composite map Z(𝑊) ↩→ 𝐴 × 𝑆 × 𝑆 → 𝑆 over 𝑠 ∈ 𝑆, where the second map
𝐴 × 𝑆 × 𝑆 → 𝑆 is the third projection.
Claim 4.3.3. — Let 𝑠 ∈ 𝑆𝑜. Let 𝑔 : D→ 𝐴 × 𝑆 be a holomorphic map such that 𝑒( 𝑗1 𝑓 ,𝑊 (1) ) =
𝑒( 𝑓 ,𝑊) with 𝑔(0) = (𝑎, 𝑠) ∈ 𝐴 × 𝑆𝑜. Then 𝑔(D) ⊂ Z𝑠 (𝑊) + 𝑎.
Proof. — This is proved in the sublemma of [Yam15, Lemma 3] when 𝐴 is compact. The same
proof works for our situation. We note that the condition ” 𝑗1(𝑔) (D) ⊂ Θ(𝑊)” appears in the
sublemma above follows from 𝑒( 𝑗1 𝑓 ,𝑊 (1) ) = 𝑒( 𝑓 ,𝑊). □

Now we take 𝑦 ∈ 𝑌 such that 𝑓𝑆 (𝑦) ∈ 𝑆𝑜 and 𝑓 (𝑦) = (𝑎, 𝑠) ∈ 𝐴 × 𝑆𝑜. Since the stabilizer of
every irreducible component of 𝑞−1

𝑊
(𝑠) is 0-dimensional, the restriction of the natural map

𝑞 |Z𝑠 (𝑊 ) : Z𝑠 (𝑊) → 𝑆

over 𝑆𝑜 is quasi-finite. Let Z𝑠 (𝑊) ⊂ 𝐴 × 𝑆 be the Zariski closure, where 𝐴 is an equivariant
compactification of 𝐴. Let 𝜇 : Z𝑠 (𝑊) → 𝑆 be the projection. Then 𝜇 is generically-finite onto its
image 𝜇(Z𝑠 (𝑊)). By Claim 4.3.3, we have 𝑓 (𝑌 ) ⊂ Z𝑠 (𝑊) + 𝑎. Then by [Yam15, Lemma 4], we
have 𝑇 𝑓𝐴 (𝑟) = 𝑂 (𝑇 𝑓𝑆 (𝑟)) +𝑂 (log 𝑟). □

We recall 𝑆′ = Lie𝐴 × 𝑇𝑆, so that 𝑇 (𝐴 × 𝑆) = 𝐴 × 𝑆′.
Lemma 4.3.4. — For 𝑓 : 𝑌 ⇀ 𝐴 × 𝑆, we have

𝑇( 𝑗1 𝑓 )𝑆′ (𝑟) = 𝑂 (𝑇 𝑓𝑆 (𝑟) + 𝑁ram 𝜋𝑌 (𝑟) + 𝑁̄𝜕𝑓 (𝑟)) +𝑂 (log 𝑟) + 𝑜(𝑇 (𝑟, 𝑓𝐴)) | |,

where 𝑗1( 𝑓 )𝑆′ : 𝑌 → 𝑆′ is the composition of 𝑗1( 𝑓 ) : 𝑌 ⇀ 𝐴 × 𝑆′ and the second projection
𝐴 × 𝑆′ → 𝑆′.
Proof. — (cf. [Yam15, Lemma 2]) Let 𝐴 be an equivariant compactification, which is smooth
and projective. Set 𝐷 = (𝜕𝐴) × 𝑆. Then 𝐷 is a simple normal crossing divisor on 𝐴 × 𝑆. Let
𝑇 (𝐴× 𝑆; log𝐷) be the logarithmic tangent bundle. We set 𝑇 (𝐴× 𝑆; log𝐷) = 𝑃(𝑇 (𝐴× 𝑆; log𝐷) ⊕
O
𝐴×𝑆), which is a smooth compactification of 𝑇 (𝐴 × 𝑆; log𝐷). We set 𝐸 = 𝑇 (𝐴 × 𝑆; log𝐷) −

𝑇 (𝐴 × 𝑆; log𝐷), which is a divisor on 𝑇 (𝐴 × 𝑆; log𝐷). By 𝑇 (𝐴 × 𝑆) ⊂ 𝑇 (𝐴 × 𝑆; log𝐷), we have
𝑗1 𝑓 : 𝑌 → 𝑇 (𝐴 × 𝑆; log𝐷). By [Yam04, (2.4.8)] and (4.2.0.4), we have

𝑇𝑗1 𝑓 (𝑟, 𝐸) ≤ 𝑁ram 𝜋 (𝑟) + 𝑁̄𝜕𝑓 (𝑟) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |.

Note that 𝑇 (𝐴; log 𝜕𝐴) = 𝐴 × Lie𝐴 (cf. [NW14, Prop 5.4.3]). Hence we have 𝐴 × 𝑆′ = 𝑇 (𝐴 ×
𝑆; log𝐷) and 𝑆′ = Proj((Sym Ω1

𝑆
) ⊗O𝑆

O𝑆 [𝜂, 𝑑𝑧1, . . . , 𝑑𝑧dim 𝐴]), where {𝑑𝑧1, . . . , 𝑑𝑧dim 𝐴} ⊂
𝐻0(𝐴,Ω1

𝐴
(log 𝜕𝐴)) is a basis. Let 𝐹 ⊂ 𝑆′ be the divisor defined by 𝜂 = 0. Then we have 𝑝∗𝐹 = 𝐸 ,

where 𝑝 : 𝐴 × 𝑆′ → 𝑆′ is the second projection. Hence we have

𝑇( 𝑗1 𝑓 )𝑆′ (𝑟, 𝐹) ≤ 𝑁ram 𝜋𝑌 (𝑟) + 𝑁̄𝜕𝑓 (𝑟) +𝑂 (log 𝑟) + 𝑜(𝑇 (𝑟, 𝑓𝐴)) | |.

By Pic(𝑆′) = Pic(𝑆) ⊕ Z[𝐹], we obtain our lemma. □

4.4. Refinement of log Bloch-Ochiai Theorem

Let S0(𝐴) be the set of all semi-abelian subvarieties of 𝐴. Let 𝑊 ⊂ 𝐴 × 𝑆 be a Zariski closed
subset. For 𝐵 ∈ S0(𝐴), we set

(4.4.0.1) 𝑊𝐵 = {𝑥 ∈ 𝑊 ; 𝑥 + 𝐵 ⊂ 𝑊}.
Then𝑊𝐵 = ∩𝑏∈𝐵 (𝑏 +𝑊) ⊂ 𝑊 is a Zariski closed subset. When 𝐵 = {0}, we have𝑊 {0} = 𝑊 .
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Proposition 4.4.1. — Let 𝑆 be a projective variety. Let 𝑊 ⊂ 𝐴 × 𝑆 be an irreducible Zariski
closed subset. Then there exists a finite subset 𝑃 ⊂ S0(𝐴) such that for every 𝑓 : 𝑌 ⇀ 𝑊 , there
exists 𝐵 ∈ 𝑃 such that 𝑓 (𝑌 ) ⊏ 𝑊𝐵 and

(4.4.0.2) 𝑇𝑞𝐵◦ 𝑓𝐴 (𝑟) = 𝑂 (𝑁ram 𝜋 (𝑟) + 𝑇 𝑓𝑆 (𝑟) + 𝑁̄𝜕𝑓 (𝑟)) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |,
where 𝑞𝐵 : 𝐴→ 𝐴/𝐵 is the quotient.
Proof. — Given 𝑓 : 𝑌 ⇀ 𝑊 , we have 𝑒( 𝑓 ,𝑊) ≠ −1, hence 𝑒( 𝑓 ,𝑊) ∈ {0, 1, . . . , dim 𝐴}. The
proof of Proposition 4.4.1 easily reduces to the following claim by letting 𝑃 = 𝑃dim 𝐴.
Claim 4.4.2. — In Proposition 4.4.1, let dim 𝑆 = 𝑙. Let 𝑘 ∈ {0, 1, . . . , dim 𝐴}. Then there exists
a finite subset 𝑃𝑘 ⊂ S0(𝐴) such that for every 𝑓 : 𝑌 ⇀ 𝑊 with 𝑒( 𝑓 ,𝑊) ≤ 𝑘 , there exists 𝐵 ∈ 𝑃𝑘
such that 𝑓 (𝑌 ) ⊏ 𝑊𝐵 and (4.4.0.2).

We prove this claim by the induction on the pair (𝑘, 𝑙) ∈ Z2
≥0, where we consider the dictionary

order on Z2. So we assume that the claim is true if (𝑒( 𝑓 ,𝑊), dim 𝑆) < (𝑘, 𝑙) and prove the case
(𝑒( 𝑓 ,𝑊), dim 𝑆) = (𝑘, 𝑙).

Let 𝑞 : 𝐴 × 𝑆 → 𝑆 be the second projection. Replacing 𝑆 by the Zariski closure of 𝑞(𝑊), we
may assume that 𝑞(𝑊) ⊂ 𝑆 is dominant.

To see the conclusion of the induction hypothesis, we assume that 𝑓𝑆 (𝑌 ) ⊂ 𝑉 for some proper
Zariski closed subset 𝑉 ⫋ 𝑆. Let 𝑉1, . . . , 𝑉𝑙 be the irreducible components of 𝑉 . For 𝑗 = 1, . . . , 𝑙,
we set 𝑊 𝑗 = 𝑊 ∩ (𝐴 × 𝑉 𝑗). Let 𝑊1

𝑗
, . . . ,𝑊

𝑡 𝑗

𝑗
be the irreducible components of 𝑊 𝑗 . Then by

the induction hypothesis, there exists a finite subset 𝑃𝑉𝑗 ,𝑊
𝑖
𝑗
⊂ S0(𝐴) such that if 𝑓 (𝑌 ) ⊏ 𝑊 𝑖

𝑗

and 𝑒( 𝑓 ,𝑊 𝑖
𝑗
) ≤ 𝑘 , then there exists 𝐵 ∈ 𝑃𝑉𝑗 ,𝑊

𝑖
𝑗

such that 𝑓 (𝑌 ) ⊏ (𝑊 𝑖
𝑗
)𝐵 and (4.4.0.2). Set

𝑃𝑉 = ∪ 𝑗 ∪𝑖 𝑃𝑉𝑗 ,𝑊
𝑖
𝑗
. Then if 𝑓𝑆 (𝑌 ) ⊂ 𝑉 and 𝑒( 𝑓 ,𝑊) ≤ 𝑘 , then there exists 𝐵 ∈ 𝑃𝑉 such that

𝑓 (𝑌 ) ⊏ 𝑊𝐵 and (4.4.0.2).
Now we first consider the case that 𝑆 is smooth and St0(𝑊) = {0}. Let 𝑓 : 𝑌 ⇀ 𝑊 satisfy

𝑒( 𝑓 ,𝑊) = 𝑘 . Suppose 𝑓𝑆 (𝑌 ) ⊂ 𝑆\𝑆𝑜, then by the above consideration, there exists 𝐵 ∈ 𝑃𝑆\𝑆𝑜
such that 𝑓 (𝑌 ) ⊏ 𝑊𝐵 and (4.4.0.2). So we consider the case 𝑓𝑆 (𝑌 ) ⊄ 𝑆\𝑆𝑜. We consider the first
jet 𝑗1 𝑓 : 𝑌 ⇀ 𝑇 (𝐴 × 𝑆) = 𝐴 × (Lie𝐴 × 𝑇𝑆). Set 𝑆′ = Lie𝐴 × 𝑇𝑆. If 𝑒( 𝑗1 𝑓 ,𝑊 (1) ) = 𝑘 = 𝑒( 𝑓 ,𝑊),
then Lemma 4.3.1 yields

𝑇 𝑓𝐴 (𝑟) = 𝑂 (𝑇 𝑓𝑆 (𝑟)) +𝑂 (log 𝑟).
This shows (4.4.0.2) for 𝐵 = {0}. If 𝑒( 𝑗1 𝑓 ,𝑊 (1) ) < 𝑘 = 𝑒( 𝑓 ,𝑊), then the induction hypothesis
yields a finite set 𝑃′

𝑘−1 ⊂ S0(𝐴) such that there exists 𝐵 ∈ 𝑃′
𝑘−1 such that 𝑗1 𝑓 (𝑌 ) ⊏ (𝑊 (1) )𝐵 and

𝑇𝑞𝐵◦ 𝑓𝐴 (𝑟) = 𝑂 (𝑁ram 𝜋 (𝑟) + 𝑁̄𝜕𝑓 (𝑟) + 𝑇( 𝑗1 𝑓 )𝑆′ (𝑟)) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |.
By Lemma 4.3.4, we have

𝑇( 𝑗1 𝑓 )𝑆′ (𝑟) = 𝑂 (𝑁ram 𝜋 (𝑟) + 𝑁̄𝜕𝑓 (𝑟) + 𝑇 𝑓𝑆 (𝑟)) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓𝐴 (𝑟)) | |.

Hence we have 𝑓 (𝑌 ) ⊏ 𝑊𝐵 and (4.4.0.2). We set 𝑃 = 𝑃′
𝑘−1 ∪ 𝑃𝑆\𝑆𝑜 ∪ {0}. This concludes the

proof of the claim if 𝑆 is smooth and St0(𝑊) = {0}.
Next we remove the assumption that 𝑆 is smooth. Let 𝑆 → 𝑆 be a smooth modification which is

an isomorphism outside a proper Zariski closed set 𝐸 ⫋ 𝑆. If 𝑓𝑆 (𝑌 ) ⊂ 𝐸 , then there exists 𝐵 ∈ 𝑃𝐸
such that 𝑓 (𝑌 ) ⊏ 𝑊𝐵 and (4.4.0.2). If 𝑓𝑆 (𝑌 ) ⊄ 𝐸 , then there exists a unique lift 𝑓 : 𝑌 ⇀ 𝐴 × 𝑆.
Let 𝑊 ⊂ 𝐴 × 𝑆 be the proper transform of 𝑊 . Then by the consideration above, there exists
𝑃′ ⊂ S0(𝐴) such that 𝑓 (𝑌 ) ⊏ 𝑊𝐵 and (4.4.0.2) for some 𝐵 ∈ 𝑃′. We set 𝑃 = 𝑃′ ∪ 𝑃𝐸 to conclude
the proof of the claim when St0(𝑊) = {0}.

Finally we remove the assumption St0(𝑊) = {0}. Suppose that St0(𝑊) ≠ {0}. Set 𝐶 = St0(𝑊).
Let 𝑓 ′ : 𝑌 ⇀ 𝑊/𝐶 ⊂ (𝐴/𝐶) × 𝑆 be the induced map. Then we have 𝑒( 𝑓 ′,𝑊/𝐶) < 𝑒( 𝑓 ,𝑊).
Hence by the induction hypothesis, there exists 𝑃′ ⊂ S0(𝐴/𝐶) such that 𝑓 ′(𝑌 ) ⊏ (𝑊/𝐶)𝐵′ and
(4.4.0.2) for some 𝐵′ ∈ 𝑃′. We set 𝑃 by 𝐵 ∈ 𝑃 iff 𝐶 ⊂ 𝐵 and 𝐵/𝐶 ∈ 𝑃′. This concludes the proof
of the claim. Thus the proof of Proposition 4.4.1 is completed. □

Corollary 4.4.3. — In Proposition 4.4.1, we may take 𝑃 so that St0(𝑊) ⊂ 𝐵 for all 𝐵 ∈ 𝑃.
Moreover there exists a proper Zariski closed set Ξ ⫋ 𝑊 such that for every 𝑓 : 𝑌 ⇀ 𝑊 , either
one of the followings holds:
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1. 𝑓 (𝑌 ) ⊏ Ξ.
2. 𝑇𝑞St0 (𝑊 )◦ 𝑓𝐴 (𝑟) = 𝑂 (𝑁ram 𝜋 (𝑟) + 𝑁̄𝜕𝑓 (𝑟) +𝑇 𝑓𝑆 (𝑟)) +𝑂 (log 𝑟) +𝑜(𝑇 𝑓 (𝑟)) | |, where 𝑞St0 (𝑊 ) : 𝐴→
𝐴/St0(𝑊) is the quotient map

Proof. — We apply Proposition 4.4.1 for𝑊/St0(𝑊) ⊂ (𝐴/St0(𝑊))×𝑆 to get𝑃0 ⊂ S0(𝐴/St0(𝑊)).
Then we define 𝑃 ⊂ S0(𝐴) by 𝐵 ∈ 𝑃 iff St0(𝑊) ⊂ 𝐵 and 𝐵/St0(𝑊) ∈ 𝑃0. We set 𝑃′ = 𝑃\{St0(𝑊)}
and Ξ = ∪𝐵∈𝑃′𝑊𝐵. Then Ξ is a proper Zariski closed set. □

4.5. Second main theorem with weak truncation

Let S(𝐴) be the set of all positive dimensional semi-abelian subvarieties of 𝐴. Hence S(𝐴) =
S0(𝐴)\{{0}}.
Proposition 4.5.1. — Let 𝐴 be an equivariant compactification of 𝐴 such that 𝐴 is smooth and
projective. Let𝑊 ⫋ 𝐴× 𝑆 be a closed subscheme, where 𝑆 is a projective variety. Then there exist
a finite subset 𝑃 ⊂ S(𝐴)\{𝐴} and a positive integer 𝜌 ∈ Z>0 with the following property: Let 𝑓 :
𝑌 ⇀ 𝐴× 𝑆 satisfies 𝑓 (𝑌 ) a supp𝑊 and 𝑓𝑆 (𝑌 ) ⊄ 𝑝(Sp𝐴𝑊), where Sp𝐴𝑊 = ∩𝑎∈𝐴(𝑎 +𝑊) ⊂ 𝐴× 𝑆
and 𝑝 : 𝐴 × 𝑆 → 𝑆 is the second projection. Then either one of the followings are true:

1. There exists 𝐵 ∈ 𝑃 such that
𝑇𝑞◦ 𝑓𝐴 (𝑟) = 𝑂 (𝑇 𝑓𝑆 (𝑟) + 𝑁ram 𝜋 (𝑟) + 𝑁̄𝜕𝑓 (𝑟)) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |,

where 𝑞 : 𝐴→ 𝐴/𝐵 is the quotient map.
2. The following estimate holds:

(4.5.0.1) 𝑚 𝑓 (𝑟,𝑊) + 𝑁 𝑓 (𝑟,𝑊) − 𝑁 (𝜌)
𝑓

(𝑟,𝑊)

= 𝑂 (𝑁ram 𝜋 (𝑟) + 𝑁̄𝜕𝑓 (𝑟) + 𝑇 𝑓𝑆 (𝑟)) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |.

Proof. — For 𝑊 ⊂ 𝐴 × 𝑆, we set 𝑊𝑜 = 𝑊 ∩ (𝐴 × 𝑆). Given 𝑓 : 𝑌 ⇀ 𝐴 × 𝑆, we have
𝑒( 𝑓 ,𝑊𝑜) ∈ {−1, 0, . . . , dim 𝐴}. The proof of Proposition 4.5.1 easily reduces to the following
claim by letting 𝑃 = 𝑃dim 𝐴, 𝜌 = 𝜌dim 𝐴.
Claim 4.5.2. — In Proposition 4.5.1, let dim 𝐴 = 𝑚 and dim 𝑆 = 𝑙. Let 𝑘 ∈ {−1, 0, . . . , dim 𝐴}.
Then there exist a finite subset 𝑃𝑘 ⊂ S(𝐴)\{𝐴} and a positive integer 𝜌𝑘 with the following
property. Let 𝑓 : 𝑌 ⇀ 𝐴 × 𝑆 with 𝑒( 𝑓 ,𝑊𝑜) ≤ 𝑘 satisfies 𝑓 (𝑌 ) a 𝑊 and 𝑓𝑆 (𝑌 ) ⊄ 𝑝(Sp𝐴𝑊).
Then either one of the assertions of Proposition 4.5.1 is true, where 𝑃 is replaced by 𝑃𝑘 in the first
assertion and 𝜌 is replaced by 𝜌𝑘 in the second assertion.

We prove this claim by the induction on the triple (𝑚, 𝑘, 𝑙) ∈ Z≥0 × Z≥−1 × Z≥0 with the
dictionary order. So we assume that the claim is true if (dim 𝐴, 𝑒( 𝑓 ,𝑊𝑜), dim 𝑆) < (𝑚, 𝑘, 𝑙) and
prove the case (dim 𝐴, 𝑒( 𝑓 ,𝑊𝑜), dim 𝑆) = (𝑚, 𝑘, 𝑙).

To see the conclusion of the induction hypothesis, we assume that 𝑓 : 𝑌 ⇀ 𝐴 × 𝑆 satisfies
𝑓𝑆 (𝑌 ) ⊂ 𝑉 for some proper Zariski closed subset 𝑉 ⫋ 𝑆. Let 𝑉1, . . . , 𝑉𝑙 be the irreducible
components of 𝑉 . For 𝑗 = 1, . . . , 𝑙, we set𝑊 𝑗 = 𝑊 ∩ (𝐴 ×𝑉 𝑗). Then by the induction hypothesis,
there exist a finite subset 𝑃 𝑗 ,𝑘 ⊂ S(𝐴)\{𝐴} and 𝜌 𝑗 ,𝑘 ∈ Z≥1 such that if 𝑓 : 𝑌 ⇀ 𝐴 × 𝑆 satisfies
𝑒( 𝑓 ,𝑊) = 𝑘 and 𝑓𝑆 (𝑌 ) ⊂ 𝑉 𝑗 , then either one of the assertions of Proposition 4.5.1 is true, where
𝑃 is replaced by 𝑃 𝑗 ,𝑘 in the first assertion and 𝜌 is replaced by 𝜌 𝑗 ,𝑘 in the second assertion. Set
𝑃𝑉,𝑘 = ∪ 𝑗𝑃 𝑗 ,𝑘 and 𝜌𝑉,𝑘 = max 𝑗 𝜌 𝑗 ,𝑘 . Then if 𝑓𝑆 (𝑌 ) ⊂ 𝑉 and 𝑒( 𝑓 ,𝑊) = 𝑘 , either one of the
assertions of Proposition 4.5.1 is true, where 𝑃 is replaced by 𝑃𝑉,𝑘 in the first assertion and 𝜌 is
replaced by 𝜌𝑉,𝑘 in the second assertion.

Now we first assume the followings
1. 𝑞(𝑊) = 𝑆, where 𝑞 : 𝐴 × 𝑆 → 𝑆 is the second projection,
2. 𝑊 is reduced, and irreducible,
3. 𝑆 is smooth.
First we consider the case𝑊𝑜 ≠ ∅. Set𝐶 = St0(𝑊𝑜). We define 𝑆𝑜 ⊂ 𝑆 from𝑊𝑜/𝐶 ⊂ (𝐴/𝐶)×𝑆

(cf. Lemma 4.3.1). We consider 𝑓 : 𝑌 ⇀ 𝐴 × 𝑆 with 𝑒( 𝑓 ,𝑊𝑜) = 𝑘 such that 𝑓 (𝑌 ) a 𝑊 and
𝑓𝑆 (𝑌 ) ⊄ 𝑝(Sp𝐴𝑊). If 𝑓𝑆 (𝑌 ) ⊂ 𝑆\𝑆𝑜, then by the above consideration, there exists 𝐵 ∈ 𝑃𝑆\𝑆𝑜 ,𝑘
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such that the first assertion of Proposition 4.5.1 is valid, or the second estimate of Proposition 4.5.1
holds for 𝜌 = 𝜌𝑆\𝑆𝑜 ,𝑘 . So we assume that 𝑓𝑆 (𝑌 ) ⊄ 𝑆\𝑆𝑜. We consider the first jet 𝑗1 𝑓 : 𝑌 ⇀ 𝐴×𝑆′,
where 𝑆′ = Lie(𝐴) × 𝑇𝑆.

We consider the case 𝑒( 𝑗1 𝑓 ,𝑊 (1)
𝑜 ) = 𝑒( 𝑓 ,𝑊𝑜). Note that𝐶 = St0(𝑊 (1)

𝑜 ), where𝑊 (1)
𝑜 ⊂ 𝐴× 𝑆′.

Let 𝑓 ′ : 𝑌 → (𝐴/𝐶) × 𝑆 be the composition of 𝑓 and the projection 𝐴× 𝑆 → (𝐴/𝐶) × 𝑆. Then we
have 𝑒( 𝑓 ,𝑊𝑜) = 𝑒( 𝑓 ′,𝑊𝑜/𝐶) + dim𝐶 and 𝑒( 𝑗1 𝑓 ,𝑊 (1)

𝑜 ) = 𝑒( 𝑗1 𝑓 ′, (𝑊𝑜/𝐶) (1) ) + dim𝐶. Hence
𝑒( 𝑓 ′,𝑊𝑜/𝐶) = 𝑒( 𝑗1 𝑓 ′, (𝑊𝑜/𝐶) (1) ). Thus Lemma 4.3.1 yields that

(4.5.0.2) 𝑇𝑞𝐶◦ 𝑓𝐴 (𝑟) = 𝑂 (𝑇 𝑓𝑆 (𝑟)) +𝑂 (log 𝑟),

where 𝑞𝐶 : 𝐴 → 𝐴/𝐶 is the quotient. Since we are assuming that 𝑊 → 𝑆 is dominant, we have
𝐶 ≠ 𝐴, for otherwise 𝑓 (𝑌 ) ⊏ 𝑊 . Thus if dim𝐶 > 0, the first assertion of Proposition 4.5.1 is
true, provided 𝐶 ∈ 𝑃𝑘 . If dim𝐶 = 0, then (4.5.0.2) yields that 𝑇 𝑓𝐴 (𝑟) = 𝑂 (𝑇 𝑓𝑆 (𝑟)) + 𝑂 (log 𝑟).
Hence 𝑚 𝑓 (𝑟,𝑊) + 𝑁 𝑓 (𝑟,𝑊) = 𝑂 (𝑇 𝑓𝑆 (𝑟)) + 𝑂 (log 𝑟). This is stronger than the second assertion
of Proposition 4.5.1.

So we assume 𝑒( 𝑗1 𝑓 ,𝑊 (1)
𝑜 ) < 𝑒( 𝑓 ,𝑊𝑜). Then the induction hypothesis yields 𝑃′

𝑘−1 ⊂
S(𝐴)\{𝐴} and 𝜌′

𝑘−1 such that either the first assertion of Proposition 4.5.1 for 𝑃 = 𝑃′
𝑘−1 or

the estimate

𝑚 𝑗1 𝑓 (𝑟,𝑊
(1)
log ) + 𝑁 𝑗1 𝑓 (𝑟,𝑊

(1)
log ) − 𝑁

(𝜌′
𝑘−1 )

𝑗1 𝑓
(𝑟,𝑊 (1)

log )

= 𝑂 (𝑁ram 𝜋 (𝑟) + 𝑁̄𝜕𝑓 (𝑟) + 𝑇𝑗1 𝑓𝑆′ (𝑟)) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |

holds. Here 𝑊 (1)
log ⊂ 𝐴 × 𝑆′ = 𝑇 (𝐴 × 𝑆; log 𝜕 (𝐴 × 𝑆)) is defined in [Yam04, Section 5] so

that 𝑊 (1)
log ∩ (𝐴 × 𝑆′) = 𝑊

(1)
𝑜 . By the same argument for the proof of [Yam15, Lemma 5],

using [Yam04, Thm 5.1.7], we have

𝑚 𝑓 (𝑟,𝑊) + 𝑁 𝑓 (𝑟,𝑊) − 𝑁 (𝜌′
𝑘−1+1)

𝑓
(𝑟,𝑊)

≤ 𝑚 𝑗1 𝑓 (𝑟,𝑊
(1)
log ) + 𝑁 𝑗1 𝑓 (𝑟,𝑊

(1)
log ) − 𝑁

(𝜌′
𝑘−1 )

𝑗1 𝑓
(𝑟,𝑊 (1)

log ) + 𝑁ram 𝜋 (𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |.

By Lemma 4.3.4, we have

𝑇( 𝑗1 𝑓 )𝑆′ (𝑟) = 𝑂 (𝑇 𝑓𝑆 (𝑟) + 𝑁ram 𝜋 (𝑟) + 𝑁̄𝜕𝑓 (𝑟)) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |.

Thus we get

𝑚 𝑓 (𝑟,𝑊)+𝑁 𝑓 (𝑟,𝑊)−𝑁 (𝜌′
𝑘−1+1)

𝑓
(𝑟,𝑊) = 𝑂 (𝑇 𝑓𝑆 (𝑟)+𝑁ram 𝜋 (𝑟)+𝑁̄𝜕𝑓 (𝑟))+𝑂 (log 𝑟)+𝑜(𝑇 𝑓 (𝑟)) | |.

This concludes the proof of the induction step for our case 𝑊𝑜 ≠ ∅. Here we set 𝑃𝑘 = (𝑃𝑆\𝑆𝑜 ,𝑘 ∪
𝑃′
𝑘−1 ∪ {𝐶})\{0} and 𝜌𝑘 = 𝜌𝑆\𝑆𝑜 ,𝑘 + 𝜌′𝑘−1 + 1.
Next we consider the case 𝑊𝑜 = ∅. In this case, we have 𝑊 ⊂ 𝜕𝐴 × 𝑆 and 𝑒( 𝑓 ,𝑊𝑜) = −1.

Let 𝐼 ⊂ 𝐴 be the isotropy group for 𝑊 and let 𝐷 ⊂ 𝜕𝐴 be the irreducible component of 𝜕𝐴 such
that 𝑊 ⊂ 𝐷 × 𝑆. Then 𝐷 is an equivariant compactification of 𝐴/𝐼. By [Yam23, Lem A.11],
there exist an 𝐴-invariant Zariski open set 𝑈 ⊂ 𝐴 and an equivariant map 𝜓 : 𝑈 → 𝐷 such that
𝐷 ⊂ 𝑈 and 𝜓 is an isomorphism over 𝐷 ⊂ 𝑈. We define 𝑔 : 𝑌 ⇀ (𝐴/𝐼) × 𝑆 ⊂ 𝐷 × 𝑆 by
𝑔 = (𝜓 ◦ 𝑓𝐴, 𝑓𝑆). By Sp𝐴(𝑊) = Sp𝐴/𝐼 (𝑊), we have 𝑔𝑆 (𝑌 ) ⊄ 𝑝(Sp𝐴/𝐼𝑊). Suppose 𝑔(𝑌 ) a 𝑊 .
Note that dim(𝐴/𝐼) < dim 𝐴. Hence by the induction hypothesis, there exist 𝑃′ ⊂ S(𝐴/𝐼)\{𝐴/𝐼}
and 𝜌′ ∈ Z>0, which are independent of the choice of 𝑓 , such that either the first assertion of
Proposition 4.5.1 or the following estimate

𝑚𝑔 (𝑟,𝑊) + 𝑁𝑔 (𝑟,𝑊) − 𝑁 (𝜌′ )
𝑔 (𝑟,𝑊) = 𝑂 (𝑁ram 𝜋 (𝑟) + 𝑁̄𝜕𝑔 (𝑟) + 𝑇 𝑓𝑆 (𝑟)) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |

holds. By 𝑁̄𝜕𝑔 (𝑟) ≤ 𝑁̄𝜕
𝑓
(𝑟), 𝑚 𝑓 (𝑟,𝑊) ≤ 𝑚𝑔 (𝑟,𝑊) and ord𝑦 𝑓 ∗𝑊 ≤ ord𝑦𝑔∗𝑊 for all 𝑦 ∈ 𝑌 , this

estimate implies the second assertion of Proposition 4.5.1 for 𝜌 = 𝜌′. If 𝑔(𝑌 ) ⊏ 𝑊 , then we apply
Proposition 4.4.1 to get 𝑃′′ ⊂ S0(𝐴/𝐼), which is independent of the choice of 𝑓 . Then there exists
𝐵 ∈ 𝑃′′ such that

𝑇𝑞◦𝑔𝐴/𝐼 (𝑟) = 𝑂 (𝑇 𝑓𝑆 (𝑟) + 𝑁ram 𝜋 (𝑟) + 𝑁̄𝜕𝑓 (𝑟)) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |,
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where 𝑞 : 𝐴/𝐼 → (𝐴/𝐼)/𝐵 is the quotient. We note 𝐵 ≠ 𝐴/𝐼, for otherwise we have 𝑔(𝑌 ) ⊏ 𝑊 𝐴/𝐼 ,
which contradicts to 𝑔𝑆 (𝑌 ) ⊄ 𝑝(Sp𝐴/𝐼𝑊). We define 𝑃𝑘 by 𝐵 ∈ 𝑃𝑘 iff 𝐼 ⊂ 𝐵 and 𝐵/𝐼 ∈
𝑃′ ∪ (𝑃′′\{𝐴/𝐼}). This concludes the proof of the induction step for our case 𝑊𝑜 = ∅. Thus
we have completed the induction step for the case that 𝑊 → 𝑆 is dominant, 𝑊 is irreducible and
reduced, and 𝑆 is smooth.

We remove these three assumptions on𝑊 and 𝑆. First we remove the first assumption. Suppose
𝑞(𝑊) ⫋ 𝑆, where 𝑞 : 𝐴 × 𝑆 → 𝑆 is the second projection. If 𝑓𝑆 (𝑌 ) ⊄ 𝑞(𝑊), then we have

𝑚 𝑓 (𝑟,𝑊) + 𝑁 𝑓 (𝑟,𝑊) = 𝑂 (𝑇 𝑓𝑆 (𝑟)) +𝑂 (log 𝑟).

This is stronger than the second assertion of Proposition 4.5.1. Thus we may consider the case
𝑓𝑆 (𝑌 ) ⊂ 𝑞(𝑊). We replace 𝑆 by 𝑞(𝑊). Then, by the induction hypothesis, we get our claim.
Hence the first assumption is removed.

Next we remove the second assumption. Let𝑊1, . . .𝑊𝑛 be the irreducible components of supp𝑊 .
Then for each 𝑗 ∈ {1, . . . , 𝑛}, by the argument above, there exist a finite subset 𝑃 𝑗 ,𝑘 ⊂ S(𝐴)\{𝐴}
and a positive integer 𝜌 𝑗 ,𝑘 such that for every 𝑓 : 𝑌 ⇀ 𝐴 × 𝑆 with 𝑒( 𝑓 ,𝑊𝑜) ≤ 𝑘 , either the first
assertion of Proposition 4.5.1 for 𝑃 = 𝑃 𝑗 ,𝑘 or the following estimate holds:

(4.5.0.3) 𝑚 𝑓 (𝑟,𝑊 𝑗) + 𝑁 𝑓 (𝑟,𝑊 𝑗) − 𝑁
(𝜌 𝑗,𝑘 )
𝑓

(𝑟,𝑊 𝑗)

= 𝑂 (𝑇 𝑓𝑆 (𝑟) + 𝑁ram 𝜋𝑌 (𝑟) + 𝑁̄𝜕𝑓 (𝑟)) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟) | |.

There is a positive integer 𝑙 such that (
I𝑊1 · · · I𝑊𝑛

) 𝑙 ⊂ I𝑊 ,

where I𝑊 ⊂ O
𝐴×𝑆 (resp. I𝑊𝑖

) is the defining ideal sheaf of𝑊 (resp. 𝑊𝑖). Then we have

(4.5.0.4) 𝑚 𝑓 (𝑟,𝑊) ≤ 𝑙
𝑛∑︁
𝑖=1

𝑚 𝑓 (𝑟,𝑊𝑖).

For 𝑦 ∈ 𝑌 , we have

ord 𝑦 𝑓 ∗𝑊 ≤ 𝑙
𝑛∑︁
𝑖=1

ord 𝑦 𝑓 ∗𝑊𝑖

so setting 𝜌̃𝑘 = 𝜌1,𝑘 + · · · + 𝜌𝑛,𝑘 , we get

max{0, ord 𝑦 𝑓 ∗𝑊 − 𝑙 𝜌̃𝑘} ≤ max

{
0, 𝑙

𝑛∑︁
𝑖=1

(
ord 𝑦 𝑓 ∗𝑊𝑖 − 𝜌𝑖,𝑘

)}
≤ 𝑙

𝑛∑︁
𝑖=1

max
{
0,

(
ord 𝑦 𝑓 ∗𝑊𝑖 − 𝜌𝑖,𝑘

)}
.

Hence we get

(4.5.0.5) 𝑁 𝑓 (𝑟,𝑊) − 𝑁 (𝑙𝜌𝑘 )
𝑓

(𝑟,𝑊) ≤ 𝑙
𝑛∑︁
𝑖=1

(
𝑁 𝑓 (𝑟,𝑊𝑖) − 𝑁 (𝜌𝑖,𝑘 )

𝑓
(𝑟,𝑊𝑖)

)
.

By (4.5.0.3), (4.5.0.4), (4.5.0.5), we get

𝑚 𝑓 (𝑟,𝑊) + 𝑁 𝑓 (𝑟,𝑊) − 𝑁 (𝑙𝜌𝑘 )
𝑓

(𝑟,𝑊) ≤ 𝑂 (𝑇 𝑓𝑆 (𝑟) + 𝑁ram 𝜋𝑌 (𝑟) + 𝑁̄𝜕𝑓 (𝑟)) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |.

Thus we have removed the assumption that 𝑊 is irreducible and reduced. Here we set 𝜌𝑘 = 𝑙 𝜌̃𝑘
and 𝑃𝑘 = 𝑃1,𝑘 ∪ · · · ∪ 𝑃𝑛,𝑘 .

The assumption that 𝑆 is smooth is removed similarly as in the proof of Proposition 4.4.1. This
completes the induction step of the proof of the claim. Thus the claim is proved. The proof of
Proposition 4.5.1 is completed. □
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4.6. Intersection with higher codimensional subvarieties

Lemma 4.6.1. — Let 𝐿 be an ample line bundle on 𝐴, where 𝐴 is a smooth equivariant compacti-
fication. Let 𝑍 ⊂ 𝐴×𝑆 be a closed subscheme whose codimension is greater than one, where 𝑆 is a
projective variety. Let 𝜀 > 0. Then there exist a finite subset 𝑃 ⊂ S(𝐴)\{𝐴} and a proper Zariski
closed subset 𝐸 ⫋ 𝑆 with the following property: Let 𝑓 : 𝑌 ⇀ 𝐴× 𝑆 satisfies 𝑓 (𝑌 ) a supp𝑍 . Then
either one of the followings is true:

1. 𝑁 (1)
𝑓

(𝑟, 𝑍) ≤ 𝜀𝑇 𝑓𝐴 (𝑟, 𝐿) +𝑂 𝜀 (𝑁ram 𝜋 (𝑟) + 𝑁̄𝜕𝑓 (𝑟) + 𝑇 𝑓𝑆 (𝑟)) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |𝜀 .

2. 𝑓𝑆 (𝑌 ) ⊂ 𝐸 .
3. There exists 𝐵 ∈ 𝑃 such that

𝑇𝑞𝐵◦ 𝑓𝐴 (𝑟) = 𝑂 (𝑁ram 𝜋 (𝑟) + 𝑁̄𝜕𝑓 (𝑟) + 𝑇 𝑓𝑆 (𝑟)) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |,
where 𝑞𝐵 : 𝐴→ 𝐴/𝐵 is the quotient map.

Proof. — We first consider the case that
— 𝑞(𝑍) ⊂ 𝑆 is dense, where 𝑞 : 𝐴 × 𝑆 → 𝑆 is the second projection,
— 𝑍 is irreducible,
— 𝑆 is smooth.
We use higher jet spaces. Let 𝐽𝑙 (𝐴 × 𝑆) be the 𝑙-th jet space. We have the natural splitting

𝐽𝑙 (𝐴 × 𝑆) = 𝐴 × (𝐽𝑙 (𝐴 × 𝑆)/𝐴) induced from the splitting 𝑇𝐴 = 𝐴 × Lie𝐴. There exists a partial
compactification 𝐽𝑙 (𝐴×𝑆) ⊂ 𝐽𝑙 (𝐴×𝑆) such that the natural map 𝐽𝑙 (𝐴×𝑆) → 𝐴×𝑆 is projective and
𝐽𝑙 (𝐴×𝑆) isQ-factorial ( [Yam04, 2.4]). We have the natural splitting 𝐽𝑙 (𝐴×𝑆) = 𝐴×(𝐽𝑙 (𝐴×𝑆)/𝐴).
When 𝑙 = 1, this reduces to (4.3.0.1).
Claim 4.6.2. — There exist a sequence of positive integers 𝑛(1), 𝑛(2), 𝑛(3), · · · and an ample line
bundle 𝐿𝑜 on 𝐴 with the following conditions:

(1) 𝑛(𝑙)
𝑙

→ 0 when 𝑙 → ∞.
(2) For 𝑙 ≥ 1, let 𝑆𝑙 ⊂ 𝐽𝑙 (𝐴×𝑆)/𝐴 be an irreducible Zariski closed subset whose image under the

projection 𝐽𝑙 (𝐴 × 𝑆)/𝐴→ 𝑆 is Zariski dense. Let 𝑆𝑙 ⊂ 𝐽𝑙 (𝐴 × 𝑆)/𝐴 be the compactification
of 𝑆𝑙 in 𝐽𝑙 (𝐴 × 𝑆)/𝐴. Then there exists an effective Cartier divisor 𝐹𝑙 ⊂ 𝐴 × 𝑆𝑙 with the
following properties:

(a) 𝐹𝑙 corresponds to a global section of

𝐻0(𝐴 × 𝑆𝑙, 𝑝∗𝑙 𝐿
⊗𝑛(𝑙)
𝑜 ⊗ 𝑞∗𝑙𝑀𝑙),

where 𝑝𝑙 : 𝐴×𝑆𝑙 → 𝐴 is the first projection, 𝑞𝑙 : 𝐴×𝑆𝑙 → 𝑆𝑙 is the second projection,
and 𝑀𝑙 is an ample line bundle on 𝑆𝑙.

(b) Let 𝑓 : D → 𝐴 × 𝑆 be a holomorphic map such that 𝑗𝑙 ( 𝑓 ) (D) ⊂ 𝐴 × 𝑆𝑙 and
𝑗𝑙 ( 𝑓 ) (D) ⊄ 𝐹𝑙. Assume 𝑓 (0) ∈ 𝑍 , then ord 0 𝑗𝑙 ( 𝑓 )∗𝐹𝑙 ≥ 𝑙 + 1.

Proof. — When 𝐴 is compact, this is [Yam15, Prop 6]. The same proof of [Yam15, Prop 6] works
for our situation. See also [NW14, Lemma 6.5.42]. □

Now we are given 𝜀 > 0. Let 𝜇 > 0 be a positive integer such that 𝐿⊗𝜇 ⊗ 𝐿−1
𝑜 is ample. We

take 𝑙 ∈ N such that
(4.6.0.1) 𝑛(𝑙)/(𝑙 + 1) < 𝜀/𝜇.
Let V be the set of all irreducible Zariski closed subsets of 𝐽𝑙 (𝐴×𝑆)/𝐴. Let W ⊂ V be the subset
of V which consists of 𝑊 ∈ V whose image under the projection 𝐽𝑙 (𝐴 × 𝑆)/𝐴 → 𝑆 is Zariski
dense in 𝑆. We define the sequence V1,V2, . . . of subsets of V and the sequence W1,W2, . . . of
subsets of W by the following inductive rule. Put V1 = W1 = {𝐽𝑙 (𝐴 × 𝑆)/𝐴}. For each𝑊 ∈ W𝑖 ,
let 𝐹𝑊 ⊂ 𝐴 ×𝑊 be the divisor obtained in Claim 4.6.2. Set (𝐹𝑊 )𝐴 = 𝐴 ×𝑊 ′, where𝑊 ′ ⊂ 𝑊 is a
proper Zariski closed subset. Put

V𝑖+1 =
⋃

𝑊∈W𝑖

{𝑉 ∈ V;𝑉 is an irreducible component of𝑊 ′},

W𝑖+1 = V𝑖+1 ∩W.
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Since the number of the irreducible components of 𝑊 ′ is finite, each V𝑖 is a finite set. Since
dim𝑊 ′ < dim𝑊 , we have V𝑖 = W𝑖 = ∅ for 𝑖 ≥ dim(𝐽𝑙 (𝐴× 𝑆)/𝐴) +2. We apply Proposition 4.4.1
for 𝐹𝑊 ⊂ 𝐴 × 𝑊 to get 𝑃𝑊 ⊂ S0(𝐴). (More precisely, we apply Proposition 4.4.1 for each
irreducible component of 𝐹𝑊 .) Set

𝑃 =
⋃
𝑖

⋃
𝑊𝑖∈W𝑖

𝑃𝑊𝑖
\{{0}, 𝐴}.

Then 𝑃 ⊂ S(𝐴) − {𝐴} is a finite subset. For 𝑉 ∈ V𝑖\W𝑖 , let 𝑆𝑉 ⊂ 𝑆 be the Zariski closure of
the image of 𝑉 under the projection 𝐽𝑙 (𝐴 × 𝑆)/𝐴 → 𝑆. Then by the construction of W𝑖 , we have
𝑆𝑉 ≠ 𝑆. Set

𝐸 =
⋃
𝑖

⋃
𝑉∈V𝑖\W𝑖

𝑆𝑉 .

Then 𝐸 ⊂ 𝑆 is a proper Zariski closed subset.
Now let 𝑓 : 𝑌 ⇀ 𝐴 × 𝑆 with 𝑓 (𝑌 ) a 𝑍 ∪ 𝑞−1(𝐸). Let 𝑞′ : 𝐽𝑙 (𝐴 × 𝑆) → 𝐽𝑙 (𝐴 × 𝑆)/𝐴 be the

projection under the splitting 𝐽𝑙 (𝐴 × 𝑆) = 𝐴 × (𝐽𝑙 (𝐴 × 𝑆)/𝐴). We may take 𝑊𝑖 ∈ W𝑖 such that
𝑞′ ◦ 𝑗𝑙 ( 𝑓 ) (𝑌 ) ⊏ 𝑊𝑖 but 𝑞′ ◦ 𝑗𝑙 ( 𝑓 ) (𝑌 ) a 𝑊𝑖+1 for all𝑊𝑖+1 ∈ W𝑖+1. Then we have

(4.6.0.2) 𝑗𝑙 ( 𝑓 ) (𝑌 ) a (𝐹𝑊𝑖
)𝐴.

We consider the three possible cases.
Case 1. 𝑗𝑙 ( 𝑓 ) (𝑌 ) a 𝐹𝑊𝑖

. We remark that 𝑗𝑙 ( 𝑓 ) hits the boundary of 𝐽𝑙 (𝐴 × 𝑆) only at the
ramification points of 𝜋𝑌 : 𝑌 → C and the points in 𝑓 −1(𝜕𝐴 × 𝑆), where 𝑓 : 𝑌 → 𝐴 × 𝑆 is the
extension of 𝑓 . Hence, we have

(𝑙 + 1)𝑁 (1)
𝑓

(𝑟, 𝑍) ≤ 𝑁 𝑗𝑙 ( 𝑓 ) (𝑟, 𝐹𝑊𝑖
) + (𝑙 + 1)𝑁ram 𝜋𝑌 (𝑟) + (𝑙 + 1)𝑁̄𝜕𝑓 (𝑟).

We recall that 𝐹𝑊𝑖
corresponds to 𝐻0(𝐴×𝑊𝑖 , 𝑝∗𝑙 𝐿

⊗𝑛(𝑙)
𝑜 ⊗ 𝑞∗

𝑙
𝑀𝑙), where 𝑀𝑙 is an ample line bundle

on 𝑊𝑖 and 𝑞𝑙 : 𝐴 ×𝑊𝑖 → 𝑊𝑖 is the second projection. Hence by the Nevanlinna inequality (cf.
(4.1.0.1)), we have

𝑁 𝑗𝑙 ( 𝑓 ) (𝑟, 𝐹𝑊𝑖
) ≤ 𝑛(𝑙)𝑇 𝑓 (𝑟, 𝑝∗𝑙 𝐿𝑜) + 𝑇𝑗𝑙 ( 𝑓 ) (𝑟, 𝑞

∗
𝑙𝑀𝑙) +𝑂 (log 𝑟).

By the similar argument for the proof of Lemma 4.3.4, we get

(4.6.0.3) 𝑇𝑗𝑙 ( 𝑓 ) (𝑟, 𝑞∗𝑙𝑀𝑙) = 𝑂 (𝑇 𝑓𝑆 (𝑟) + 𝑁ram 𝜋𝑌 (𝑟) + 𝑁̄𝜕𝑓 (𝑟)) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |.
Hence we obtain

𝑁
(1)
𝑓

(𝑟, 𝑍) ≤ 𝜀𝑇 𝑓𝐴 (𝑟, 𝐿) +𝑂 (𝑇 𝑓𝑆 (𝑟) + 𝑁ram 𝜋𝑌 (𝑟) + 𝑁̄𝜕𝑓 (𝑟)) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |.

Case 2. 𝑗𝑙 ( 𝑓 ) (𝑌 ) ⊏ 𝐹𝑊𝑖
. We apply Proposition 4.4.1 to get 𝐵 ∈ 𝑃𝑊𝑖

. By 𝑗𝑙 𝑓 (𝑌 ) a (𝐹𝑊𝑖
)𝐴, we

have 𝐵 ≠ 𝐴.
Case 2-1. 𝐵 = {0}. Then by Proposition 4.4.1, we have

𝑇 𝑓𝐴 (𝑟) = 𝑂 (𝑁ram 𝜋 (𝑟) + 𝑁̄𝜕𝑓 (𝑟) + 𝑇𝑗𝑙 𝑓𝑊𝑖
(𝑟)) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |.

Thus by (4.6.0.3), we have

𝑇 𝑓 (𝑟) = 𝑂 (𝑇 𝑓𝑆 (𝑟) + 𝑁ram 𝜋𝑌 (𝑟) + 𝑁̄𝜕𝑓 (𝑟)) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |.
Hence

𝑁 𝑓 (𝑟, 𝑍) = 𝑂 (𝑇 𝑓𝑆 (𝑟) + 𝑁ram 𝜋𝑌 (𝑟) + 𝑁̄𝜕𝑓 (𝑟)) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |.
Case 2-2. 𝐵 ≠ {0}. Then 𝐵 ∈ 𝑃. By Proposition 4.4.1, we have

𝑇𝑞𝐵◦ 𝑓𝐴 (𝑟) = 𝑂 (𝑁ram 𝜋 (𝑟) + 𝑁̄𝜕𝑓 (𝑟) + 𝑇𝑗𝑙 𝑓𝑊𝑖
(𝑟)) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |.

Thus by (4.6.0.3), we have

𝑇𝑞𝐵◦ 𝑓𝐴 (𝑟) = 𝑂 (𝑁ram 𝜋 (𝑟) + 𝑁̄𝜕𝑓 (𝑟) + 𝑇 𝑓𝑆 (𝑟)) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |.
We combine the three cases above to conclude the proof of the lemma (Lemma 4.6.1) under the

three assumptions above.
We remove the three assumptions. First suppose 𝑞(𝑍) ⫋ 𝑆. We set 𝐸 = 𝑞(𝑍). Then 𝐸 ⫋ 𝑆 is

a Zariski closed set. If 𝑓𝑆 (𝑌 ) ⊄ 𝐸 , then we have 𝑚 𝑓 (𝑟, 𝑍) + 𝑁 𝑓 (𝑟, 𝑍) = 𝑂 (𝑇 𝑓𝑆 (𝑟)) + 𝑂 (log 𝑟).
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This is stronger than the first assertion in Lemma 4.6.1. Thus we have removed the assumption
that 𝑞(𝑍) ⊂ 𝑆 is dense.

Next we remove the assumption that 𝑍 is irreducible. Let 𝑍 = 𝑍1 ∪ · · · ∪ 𝑍𝑘 be the irreducible
decomposition. We apply Lemma 4.6.1 for 𝑍𝑖 and 𝜀/𝑘 to get 𝑃𝑖 ⊂ S(𝐴)\{𝐴} and 𝐸𝑖 ⫋ 𝑆. We
set 𝑃 = ∪𝑖𝑃𝑖 and 𝐸 = ∪𝑖𝐸𝑖 . Then 𝑃 ⊂ S(𝐴)\{𝐴} is a finite subset and 𝐸 ⫋ 𝑆 is a proper Zariski
closed subset. If 𝑓 : 𝑌 ⇀ 𝐴×𝑆 does not satisfy the second and the third assertions in Lemma 4.6.1,
then we have
𝑁

(1)
𝑓

(𝑟, 𝑍𝑖) ≤ (𝜀/𝑘)𝑇 𝑓𝐴 (𝑟, 𝐿) +𝑂 𝜀 (𝑁ram 𝜋 (𝑟) + 𝑁̄𝜕𝑓 (𝑟) + 𝑇 𝑓𝑆 (𝑟)) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |𝜀 .

By 𝑁 (1)
𝑓

(𝑟, 𝑍) ≤ ∑𝑘
𝑖=1 𝑁

(1)
𝑓

(𝑟, 𝑍𝑖), we have removed the assumption that 𝑍 is irreducible.
Finally we remove the assumption that 𝑆 is smooth. Let 𝐸𝑜 ⊂ 𝑆 be the singular locus of 𝑆 and

let 𝜏 : 𝑆′ → 𝑆 be a smooth modification, which is isomorphic outside 𝐸𝑜. Let 𝑍 ′ ⊂ 𝐴 × 𝑆′ be the
Zariski closure of 𝑍 ∩ (𝐴 × (𝑆\𝐸𝑜)). Then the codimension of 𝑍 ′ ⊂ 𝐴 × 𝑆′ is greater than one.
We apply Lemma 4.6.1 for 𝑍 ′ to get 𝑃 ⊂ S(𝐴)\{𝐴} and 𝐸 ′ ⫋ 𝑆′. We set 𝐸 = 𝐸𝑜 ∪ 𝜏(𝐸 ′). If
𝑓 : 𝑌 ⇀ 𝐴 × 𝑆 does not satisfy the second and the third assertions in Lemma 4.6.1, then we have
a lift 𝑓 ′ : 𝑌 → 𝐴 × 𝑆′ and

𝑁
(1)
𝑓 ′ (𝑟, 𝑍 ′) ≤ 𝜀𝑇 𝑓𝐴 (𝑟, 𝐿) +𝑂 𝜀 (𝑁ram 𝜋 (𝑟) + 𝑁̄𝜕𝑓 (𝑟) + 𝑇 𝑓𝑆 (𝑟)) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |𝜀 .

By
𝑁

(1)
𝑓

(𝑟, 𝑍) ≤ 𝑁
(1)
𝑓 ′ (𝑟, 𝑍 ′) + 𝑁 (1)

𝑓𝑆
(𝑟, 𝐸𝑜) ≤ 𝑁

(1)
𝑓 ′ (𝑟, 𝑍 ′) +𝑂 (𝑇 𝑓𝑆 (𝑟)) +𝑂 (log 𝑟),

we have removed the assumption that 𝑆 is smooth. The proof of Lemma 4.6.1 is completed. □

Let 𝑍 ⊂ 𝐴 × 𝑆 be a closed subscheme. For 𝑓 : 𝑌 ⇀ 𝐴 × 𝑆, we recall 𝑒( 𝑓 , 𝑍) from § 4.3.
Proposition 4.6.3. — Let 𝑍 ⊂ 𝐴× 𝑆 be a closed subscheme, where 𝑆 is a projective variety. Let 𝐿
be an ample line bundle on 𝐴, where 𝐴 is a smooth equivariant compactification. Let 𝜀 > 0. Then
there exists a finite subset 𝑃 ⊂ S(𝐴)\{𝐴} with the following property: Let 𝑓 : 𝑌 ⇀ 𝐴 × 𝑆 satisfies
𝑓 (𝑌 ) a 𝑍 . Then either one of the followings is true:

1. 𝑁 (1)
𝑓

(𝑟, 𝑍) ≤ 𝜀𝑇 𝑓𝐴 (𝑟, 𝐿) +𝑂 𝜀 (𝑁ram 𝜋 (𝑟) + 𝑁̄𝜕𝑓 (𝑟) + 𝑇 𝑓𝑆 (𝑟)) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |𝜀 .
2. 𝑒( 𝑓 , 𝑍) ≥ dim 𝐴 − 1.
3. There exists 𝐵 ∈ 𝑃 such that

𝑇𝑞𝐵◦ 𝑓𝐴 (𝑟) = 𝑂 (𝑁ram 𝜋 (𝑟) + 𝑁̄𝜕𝑓 (𝑟) + 𝑇 𝑓𝑆 (𝑟)) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |,
where 𝑞𝐵 : 𝐴→ 𝐴/𝐵 is the quotient map.

Proof. — We prove by Noether induction on 𝑆. So we assume that the the assertion is true for all
irreducible 𝑉 ⫋ 𝑆 and 𝑍 |𝐴×𝑉 ⊂ 𝐴 ×𝑉 . We are given 𝜀 > 0.

We set
Ψ(𝐴, 𝑍) = {𝑥 ∈ 𝐴 × 𝑆; dim((𝑥 + 𝐴) ∩ 𝑍) ≥ dim 𝐴 − 1}.

Note that Ψ(𝐴, 𝑍)/𝐴 ⊂ 𝑆 is a constructible set.
First we cosnider the case that Ψ(𝐴, 𝑍)/𝐴 ⊂ 𝑆 is Zariski dense. Then there exists a non-empty

Zariski open set 𝑈 ⊂ 𝑆 such that 𝑈 ⊂ Ψ(𝐴, 𝑍)/𝐴. Set 𝑉 = 𝑆\𝑈. Then 𝑉 ⫋ 𝑆 is a proper
Zariski closed subset. If 𝑓𝑆 (𝑌 ) ⊄ 𝑉 , then we have 𝑒( 𝑓 , 𝑍) ≥ dim 𝐴 − 1. Hence the second
assertion of Proposition 4.6.3 is valid. If 𝑓𝑆 (𝑌 ) ⊂ 𝑉 , then the induction hypothesis yields a finite
subset 𝑃′ ⊂ S(𝐴)\{𝐴} so that one of the three assertions in Proposition 4.6.3 is valid. Hence our
proposition is proved by setting 𝑃 = 𝑃′.

Next we consider the case 𝑉𝑜 = Ψ(𝐴, 𝑍)/𝐴 ⫋ 𝑆. Let 𝑍 ′ ⊂ 𝐴 × 𝑆 be the Zariski closure
of 𝑍 ∩ (𝐴 × (𝑆\𝑉𝑜)). Then the codimension of 𝑍 ′ ⊂ 𝐴 × 𝑆 is greater than one. We apply
Lemma 4.6.1 for 𝑍 ′ ⊂ 𝐴 × 𝑆 to get 𝐸 ⫋ 𝑆 and 𝑃′ ⊂ S(𝐴)\{𝐴}. Then 𝐸 ⫋ 𝑆. Let 𝑉1, . . . , 𝑉𝑙 be
the irreducible components of 𝐸 ∪𝑉𝑜. By the induction hypothesis applied for each𝑉𝑖 ⫋ 𝑆, we get
𝑃𝑖 ⊂ S(𝐴)\{𝐴}. We set 𝑃 = 𝑃′ ∪ ∪𝑖𝑃𝑖 . Now let 𝑓 : 𝑌 ⇀ 𝐴 × 𝑆 satisfies 𝑓 (𝑌 ) a 𝑍 . Assume that
the second and the third assertions of Proposition 4.6.3 are not valid. If 𝑓𝑆 (𝑌 ) ⊂ 𝑉𝑖 for some 𝑉𝑖 ,
then by the induction hypothesis, we get the first assertion of Proposition 4.6.3. Hence we assume
that 𝑓𝑆 (𝑌 ) ⊄ 𝑉𝑖 for all 𝑉𝑖 . Then we have 𝑓𝑆 (𝑌 ) ⊄ 𝐸 . By Lemma 4.6.1, we get

𝑁
(1)
𝑓

(𝑟, 𝑍 ′) ≤ 𝜀𝑇 𝑓𝐴 (𝑟, 𝐿) +𝑂 𝜀 (𝑁ram 𝜋 (𝑟) + 𝑁̄𝜕𝑓 (𝑟) + 𝑇 𝑓𝑆 (𝑟)) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |𝜀 .
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By
𝑁

(1)
𝑓

(𝑟, 𝑍) ≤ 𝑁
(1)
𝑓

(𝑟, 𝑍 ′) + 𝑁 (1)
𝑓𝑆

(𝑟,𝑉𝑜) ≤ 𝑁
(1)
𝑓

(𝑟, 𝑍 ′) +𝑂 (𝑇 𝑓𝑆 (𝑟)) +𝑂 (log 𝑟),
we get the first assertion of Proposition 4.6.3 for the case that 𝑓𝑆 (𝑌 ) ⊄ 𝑉𝑖 for all 𝑉𝑖 . Thus the proof
is completed. □

4.7. Second main theorem with truncation level one

In this subsection, we assume that 𝑆 is smooth and projective. In particular, all divisors on 𝐴× 𝑆
are Cartier divisors.
Lemma 4.7.1. — Let 𝐷 ⊂ 𝐴×𝑆 be a reduced divisor. Let 𝐿 be an ample line bundle on 𝐴, where 𝐴
is a smooth equivariant compactification. Let 𝜀 > 0. Then there exist a finite subset 𝑃 ⊂ S(𝐴)\{𝐴}
and a proper Zariski closed subset 𝐸 ⫋ 𝑆 with the following property: Let 𝑓 : 𝑌 ⇀ 𝐴 × 𝑆 satisfies
𝑓 (𝑌 ) a 𝐷. Then either one of the followings is true:

1. 𝑁 (2)
𝑓

(𝑟, 𝐷) − 𝑁
(1)
𝑓

(𝑟, 𝐷) ≤ 𝜀𝑇 𝑓𝐴 (𝑟, 𝐿) + 𝑂 𝜀 (𝑁ram 𝜋 (𝑟) + 𝑁̄𝜕𝑓 (𝑟) + 𝑇 𝑓𝑆 (𝑟)) + 𝑂 (log 𝑟) +
𝑜(𝑇 𝑓 (𝑟)) | |𝜀 .

2. 𝑓 (𝑌 ) ⊂ 𝐴 × 𝐸 .
3. There exists 𝐵 ∈ 𝑃 such that

𝑇𝑞𝐵◦ 𝑓𝐴 (𝑟) = 𝑂 (𝑁ram 𝜋 (𝑟) + 𝑁̄𝜕𝑓 (𝑟) + 𝑇 𝑓𝑆 (𝑟)) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |,

where 𝑞𝐵 : 𝐴→ 𝐴/𝐵 is the quotient map.
Proof. — We prove in the following three cases.

Case 1. 𝐷 is irreducible and St0(𝐷) = {0}. We recall a Zariski open set 𝑆𝑜 ⊂ 𝑆 (cf.
Lemma 4.3.1). By replacing 𝑆𝑜 by a smaller non-empty Zariski open set, we may assume that
𝐷𝑠 ⊂ 𝐴 is a reduced divisor for all 𝑠 ∈ 𝑆𝑜. Set 𝐸 = 𝑆\𝑆𝑜. Set 𝑆′ = (Lie𝐴 × 𝑇𝑆). We apply
Proposition 4.6.3 for 𝐷 (1) ⊂ 𝐴 × 𝑆′ and 𝜀 > 0 to get a finite subset 𝑃 ⊂ S(𝐴)\{𝐴}.

Let 𝑓 : 𝑌 ⇀ 𝐴 × 𝑆 satisfies 𝑓 (𝑌 ) a 𝐷. We assume that the assertions 2 and 3 of the statement
do not occur. Then 𝑒( 𝑓 , 𝐷) = dim 𝐴 − 1. If 𝑒( 𝑗1 𝑓 , 𝐷 (1) ) = dim 𝐴 − 1, then by Lemma 4.3.1, we
have 𝑇 𝑓 (𝑟) = 𝑂 (𝑇 𝑓𝑆 (𝑟)) +𝑂 (log 𝑟). Hence

𝑚 𝑓 (𝑟, 𝐷) + 𝑁 𝑓 (𝑟, 𝐷) = 𝑂 (𝑇 𝑓𝑆 (𝑟)) +𝑂 (log 𝑟).

This is stronger than the assertion 1. Thus in the following, we assume 𝑒( 𝑗1 𝑓 , 𝐷 (1) ) < dim 𝐴 − 1.
Then by Proposition 4.6.3, we get

𝑁
(1)
𝑗1 𝑓

(𝑟, 𝐷 (1) ) ≤ 𝜀𝑇 𝑓𝐴 (𝑟, 𝐿) +𝑂 𝜀 (𝑁ram 𝜋 (𝑟) + 𝑁̄𝜕𝑓 (𝑟) + 𝑇( 𝑗1 𝑓 )𝑆′ (𝑟)) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |𝜀 .

By Lemma 4.3.4 and

𝑁
(2)
𝑓

(𝑟, 𝐷) − 𝑁 (1)
𝑓

(𝑟, 𝐷) ≤ 𝑁
(1)
𝑗1 𝑓

(𝑟, 𝐷 (1) ) + 𝑁ram 𝜋 (𝑟) + 𝑁̄𝜕𝑓 (𝑟),

we conclude the proof in the case 1.
Case 2. 𝐷 is irreducible, but St0(𝐷) is general. We set 𝐵 = St0(𝐷). We apply the case 1 above

for 𝐴′ = 𝐴/𝐵, 𝐷′ = 𝐷/𝐵 to get 𝑃′ ⊂ S(𝐴′)\{𝐴′} and 𝐸 ⫋ 𝑆. We define 𝑃 ⊂ S(𝐴)\{𝐴} by
𝐶 ∈ 𝑃 iff 𝐵 ⊂ 𝐶 and 𝐶/𝐵 ∈ 𝑃′.

Case 3. We treat the general case. Let 𝐷 = 𝐷1 + · · · +𝐷𝑘 be the irreducible decomposition. Set
𝑍𝑖 𝑗 = 𝐷𝑖 ∩ 𝐷 𝑗 . Then 𝑍𝑖 𝑗 ⊂ 𝐴 × 𝑆 has codimension greater than one. We apply Proposition 4.6.3
for 𝑍𝑖 𝑗 to get 𝑃𝑖 𝑗 ⊂ S(𝐴)\{𝐴} and 𝐸𝑖 𝑗 ⫋ 𝑆 such that Ψ(𝐴, 𝑍𝑖 𝑗) = 𝐴 × 𝐸𝑖 𝑗 . We apply the case
2 above for each 𝐷𝑖 to get 𝑃𝑖 ⊂ S(𝐴)\{𝐴} and 𝐸𝑖 ⫋ 𝑆. Then we set 𝑃 = ∪𝑖𝑃𝑖 ∪ ∪𝑖, 𝑗𝑃𝑖 𝑗 and
𝐸 = ∪𝑖𝐸𝑖 ∪ ∪𝑖, 𝑗𝐸𝑖 𝑗 . □

Lemma 4.7.2. — Let 𝐷 ⊂ 𝐴 × 𝑆 be a reduced divisor. Let 𝐴 be a smooth equivariant compactifi-
cation such that 𝑝(Sp𝐴𝐷) ⫋ 𝑆 is a proper Zariski closed set, where 𝑝 : 𝐴 × 𝑆 → 𝑆 is the second
projection and 𝐷 ⊂ 𝐴 × 𝑆 is the Zariski closure. Let 𝐿 be an ample line bundle on 𝐴. Let 𝜀 > 0.
Then there exist a finite subset 𝑃 ⊂ S(𝐴)\{𝐴}, and a proper Zariski closed subset 𝐸 ⫋ 𝑆 such
that for every 𝑓 : 𝑌 ⇀ 𝐴 × 𝑆 with 𝑓 (𝑌 ) a 𝐷, either one of the followings holds:
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1. There exists 𝐵 ∈ 𝑃 such that
𝑇𝑞𝐵◦ 𝑓𝐴 (𝑟) = 𝑂 (𝑁ram 𝜋 (𝑟) + 𝑁̄𝜕𝑓 (𝑟) + 𝑇 𝑓𝑆 (𝑟)) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |,

where 𝑞𝐵 : 𝐴→ 𝐴/𝐵 is the quotient map.
2. 𝑓 (𝑌 ) ⊏ 𝐴 × 𝐸 .
3.

𝑚 𝑓 (𝑟, 𝐷) + 𝑁 𝑓 (𝑟, 𝐷) ≤ 𝑁
(1)
𝑓

(𝑟, 𝐷) + 𝜀𝑇 𝑓𝐴 (𝑟, 𝐿)

+𝑂 𝜀 (𝑁ram 𝜋 (𝑟) + 𝑁̄𝜕𝑓 (𝑟) + 𝑇 𝑓𝑆 (𝑟)) +𝑂 (log 𝑟) | |.

Proof. — We apply Proposition 4.5.1 for 𝐷 ⊂ 𝐴 × 𝑆 to get a finite subset 𝑃1 ⊂ S(𝐴)\{𝐴} and
𝜌 ∈ Z>0. We apply Lemma 4.7.1 for 𝐷 ⊂ 𝐴 × 𝑆 and 𝜀′ = 𝜀/(𝜌 − 1) to get a finite subset
𝑃2 ⊂ S(𝐴)\{𝐴} and 𝐸 ′ ⫋ 𝑆. We set 𝑃 = 𝑃1 ∪ 𝑃2 and 𝐸 = 𝑝(Sp𝐴𝐷) ∪ 𝐸 ′.

Now let 𝑓 : 𝑌 ⇀ 𝐴× 𝑆 satisfies 𝑓 (𝑌 ) a 𝐷. We assume that the assertions 1 and 2 of our lemma
do not hold. By Proposition 4.5.1, we get

𝑚 𝑓 (𝑟, 𝐷) + 𝑁 𝑓 (𝑟, 𝐷) − 𝑁 (𝜌)
𝑓

(𝑟, 𝐷) = 𝑂 (𝑁ram 𝜋 (𝑟) + 𝑁̄𝜕𝑓 (𝑟) + 𝑇 𝑓𝑆 (𝑟)) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |.
We apply Lemma 4.7.1 to get

𝑁
(2)
𝑓

(𝑟, 𝐷) − 𝑁 (1)
𝑓

(𝑟, 𝐷) ≤ 𝜀′𝑇 𝑓𝐴 (𝑟, 𝐿) +𝑂 (𝑁ram 𝜋 (𝑟) + 𝑁̄𝜕𝑓 (𝑟) + 𝑇 𝑓𝑆 (𝑟)) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |.

By 𝑁 (𝜌)
𝑓

(𝑟, 𝐷) − 𝑁 (1)
𝑓

(𝑟, 𝐷) ≤ (𝜌 − 1) (𝑁 (2)
𝑓

(𝑟, 𝐷) − 𝑁 (1)
𝑓

(𝑟, 𝐷)), we get

(4.7.0.1) 𝑚 𝑓 (𝑟, 𝐷) + 𝑁 𝑓 (𝑟, 𝐷) − 𝑁 (1)
𝑓

(𝑟, 𝐷) ≤ (𝜌 − 1)𝜀′𝑇 𝑓𝐴 (𝑟, 𝐿)

+𝑂 (𝑁ram 𝜋 (𝑟) + 𝑁̄𝜕𝑓 (𝑟) + 𝑇 𝑓𝑆 (𝑟)) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |.
This completes the proof. □

4.8. Varieties of maximal quasi-albanese dimension

Let 𝐵 ⊂ 𝐴 be a semi-abelian subvariety and let 𝐴 be an equivariant compactification.
Definition 4.8.1. — We say that 𝐴 is compatible with 𝐵 iff there exists an equivariant compacti-
fication 𝐴/𝐵 such that the quotient map 𝑞𝐵 : 𝐴→ 𝐴/𝐵 extends to a morphism 𝑞𝐵 : 𝐴→ 𝐴/𝐵.

Let 𝑊 ⊂ 𝐴 × 𝑆 be a 𝐵-invariant closed subvariety. Then we have 𝑊/𝐵 ⊂ (𝐴/𝐵) × 𝑆. If 𝐴 is
compatible with 𝐵, then 𝑞𝐵 yields 𝑝 : 𝐴 × 𝑆 → (𝐴/𝐵) × 𝑆.
Lemma 4.8.2. — Let 𝑊 ⊂ 𝐴 × 𝑆 be a 𝐵-invariant closed subvariety. Let 𝐷 ⊂ 𝑊 be a reduced
divisor. Then there exists a smooth, projective, equivariant compactification 𝐴 which is compatible
with 𝐵 and 𝑝(Sp𝐵𝐷) ⫋ 𝑊/𝐵, where 𝐷 ⊂ 𝐴 × 𝑆 is the Zariski closure.
Proof. — We consider𝑊 → 𝑊/𝐵. We take the schematic generic point 𝜂 ∈ 𝑊/𝐵. Let 𝐷𝜂 ⊂ 𝑊𝜂

be the schematic generic fiber. Let 𝜂 : SpecC(𝜂) → 𝑊/𝐵 be the geometric point. Then 𝑊𝜂̄ =

𝐵 ×C C(𝜂) is a semi-abelian variety over C(𝜂). By [Yam23, Lem 12.7], there exists a smooth
equivariant compactification𝑊𝜂̄ such that 𝐷 𝜂̄ ⊂ 𝑊𝜂̄ satisfies

(4.8.0.1) Sp𝑊𝜂̄
𝐷 𝜂̄ = ∅.

We remark that there exists a smooth equivariant compactification 𝐵 such that 𝑊𝜂̄ is obtained
by the base change of 𝐵. Namely

𝑊𝜂̄ = 𝐵 ×C C(𝜂).
To see this, we consider the canonical extension 0 → 𝑇𝐵 → 𝐵 → 𝐵0 → 0, where𝑇𝐵 is an algebraic
torus and 𝐵0 is an abelian variety. By [Yam23, Lem A.6], there exists a smooth equivariant
compactification (𝑇𝐵) 𝜂̄ such that 𝑊𝜂̄ = ((𝑇𝐵) 𝜂̄ ×𝑊𝜂̄)/(𝑇𝐵) 𝜂̄ , where (𝑇𝐵) 𝜂̄ = 𝑇𝐵 ×C C(𝜂). By
Sumihiro’s theorem, (𝑇𝐵) 𝜂̄ is a torus embedding associated to some complete fan (cf. [Yam23, Sec.
A.2]). Hence there exists a smooth equivariant compactification 𝑇𝐵 such that (𝑇𝐵) 𝜂̄ = 𝑇𝐵 ×CC(𝜂).
Let 𝐵 = (𝑇𝐵 × 𝐵)/𝑇𝐵. Then 𝐵 ×C C(𝜂) = 𝑊𝜂̄ as desired. By [Yam23, Lem A.8], we may assume
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moreover that 𝐵 is projective by replacing 𝐵 by a modification 𝐵̂ → 𝐵, for the property (4.8.0.1)
remains true under this modification. Then 𝑇𝐵 is projective.

Next we shall construct an equivariant compactification 𝐴 which is compatible with 𝐵 and
the general fibers of 𝐴 → 𝐴/𝐵 are 𝐵 constructed above. We have the canonical extensions
0 → 𝑇𝐵 → 𝐵 → 𝐵0 → 0, 0 → 𝑇𝐴 → 𝐴 → 𝐴0 → 0 and 0 → 𝑇𝐴/𝐵 → 𝐴/𝐵 → 𝐴0/𝐵0 → 0.
Then we have 0 → 𝑇𝐵 → 𝑇𝐴 → 𝑇𝐴/𝐵 → 0. We may take a section 𝑇𝐴/𝐵 → 𝑇𝐴 so that
𝑇𝐴 = 𝑇𝐵 × 𝑇𝐴/𝐵. Set 𝐴′ = 𝐴/𝑇𝐴/𝐵. Then 𝐵 ⊂ 𝐴′ and 𝐴′/𝐵 = 𝐴0/𝐵0. The 𝐵-torsor 𝐴 → 𝐴/𝐵 is
the pull-back of 𝐴′ → 𝐴′/𝐵 by 𝐴/𝐵 → 𝐴′/𝐵.

Let 𝐵 be the compactification above so that 𝐵 = (𝑇𝐵 × 𝐵)/𝑇𝐵. Set 𝐴′ = (𝑇𝐵 × 𝐴′)/𝑇𝐵.
Then 𝐴′ = (𝐵 × 𝐴′)/𝐵. Then the general fibers of 𝐴′ → 𝐴′/𝐵 are 𝐵. Let 𝑇𝐴/𝐵 be a smooth
projective equivariant compactification. Set 𝐴 = ((𝑇𝐵 × 𝑇𝐴/𝐵) × 𝐴)/(𝑇𝐵 × 𝑇𝐴/𝐵) and 𝐴/𝐵 =

(𝑇𝐴/𝐵 × (𝐴/𝐵))/𝑇𝐴/𝐵. Then 𝐴 is compatible with 𝐵 and the general fibers of 𝐴 → 𝐴/𝐵 are 𝐵.
Moreover 𝐴 and 𝐴/𝐵 are smooth and projective by the proof of [Yam23, Lem A.8].

Now let 𝐷 ⊂ 𝑊 be the compactification of 𝐷. Then we claim
(4.8.0.2) (𝐷) 𝜂̄ = 𝐷 𝜂̄

in (𝑊) 𝜂̄ . To see this, we note that the induced map 𝑊 𝜂 → 𝑊 is homeomorphism onto its image
(cf. [Sta22, Tag 01K1]). Hence (𝐷)𝜂 = 𝐷𝜂 . Note that (𝑊) 𝜂̄ → (𝑊)𝜂 is a closed morphism
(cf. [Sta22, Tag 01WM]). Hence (𝐷𝜂) 𝜂̄ = 𝐷 𝜂̄ . Combining these two observations, we have
(𝐷) 𝜂̄ = (𝐷𝜂) 𝜂̄ = 𝐷 𝜂̄ . This shows (4.8.0.2). Since Sp𝐵𝐷 ⊂ 𝑊 is 𝐵-invariant, (Sp𝐵𝐷) 𝜂̄ ⊂ (𝑊) 𝜂̄
is 𝐵 𝜂̄-invariant. Moreover (Sp𝐵𝐷) 𝜂̄ ⊂ (𝐷) 𝜂̄ . Hence (Sp𝐵𝐷) 𝜂̄ ⊂ Sp𝐵𝜂̄

((𝐷) 𝜂̄). Combining this
with (4.8.0.1) and (4.8.0.2), we have (Sp𝐵𝐷) 𝜂̄ ⊂ Sp𝐵𝜂̄

𝐷 𝜂̄ = ∅. Hence 𝑝(Sp𝐵𝐷) ⊂ 𝑊/𝐵 is a
proper Zariski closed set. □

Let 𝑋 be a quasi-projective variety. Let 𝐷 ⊂ 𝑋 be a reduced (Weil) divisor. Let 𝐸 ⊂ 𝐷 be a
subset. Let 𝑓 : 𝑌 → 𝑋 be a holomorphic map such that 𝑓 (𝑌 ) ⊄ 𝐷. We set

𝑁 𝑓 (𝑟, 𝐸) =
1

deg 𝜋

∫ 𝑟

2𝛿
card (𝑌 (𝑡) ∩ 𝑓 −1𝐸) 𝑑𝑡

𝑡
.

When 𝐷 is a Cartier divisor, then we have 𝑁 𝑓 (𝑟, 𝐷) = 𝑁 (1)
𝑓

(𝑟, 𝐷).
Let 𝑆 be a projective variety and let 𝐵 ⊂ 𝐴 be a semi-abelian subvariety. We denote by 𝐼𝐵 the

set of all holomorphic maps 𝑓 : 𝑌 → 𝐴 × 𝑆 such that the following three estimates hold:
— 𝑇𝑞𝐵◦ 𝑓𝐴 (𝑟) = 𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |, where 𝑞𝐵 : 𝐴→ 𝐴/𝐵 is the quotient,
— 𝑁ram 𝜋 (𝑟) = 𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |,
— 𝑇 𝑓𝑆 (𝑟) = 𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |.

Remark 4.8.3. — If 𝑓 ∈ 𝐼{0} , then 𝑓 : 𝑌 → 𝐴 × 𝑆 does not have essential singularity over ∞.
Indeed, 𝑓 ∈ 𝐼{0} yields 𝑇 𝑓𝐴 (𝑟) = 𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | | and 𝑇 𝑓𝑆 (𝑟) = 𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |. Hence
𝑇 𝑓 (𝑟) = 𝑂 (log 𝑟) | |, thus 𝑁ram 𝜋 (𝑟) = 𝑂 (log 𝑟) | |. These two estimates implies that 𝑓 does not have
essential singularity over ∞ (cf. Lemma 4.1.2 ).

For a proper birational morphism 𝜑 : 𝑉 → 𝑊 , we denote by Ex(𝜑) ⊂ 𝑉 the exceptional locus
of 𝜑. If 𝑓 : 𝑌 → 𝑊 is a holomorphic map such that 𝑓 (𝑌 ) ⊄ 𝜑(Ex(𝜑)), then there exists a unique
lift 𝑔 : 𝑌 → 𝑉 of 𝑓 .
Lemma 4.8.4. — Let 𝐵 ⊂ 𝐴 be a semi-abelian subvariety. Let𝑊 ⊂ 𝐴×𝑆 be a 𝐵-invariant, closed
subvariety, where 𝑆 is a projective variety. Let 𝐷 ⊂ 𝑊 be a reduced Weil divisor. Then there
exist a smooth projective equivariant compactification 𝐴 ⊂ 𝐴 and a proper birational morphism
𝜑 : 𝑉 → 𝑊 , where 𝑉 is smooth and 𝜑−1(𝐷 ∪ 𝜕𝑊) ⊂ 𝑉 is a simple normal crossing divisor, such
that the following property holds: Let 𝑍 ⊂ 𝑊 be a Zariski closed subset such that codim(𝑍,𝑊) ≥ 2
and 𝑍 ⊂ 𝐷. Let 𝐿 be an ample line bundle on 𝑉 . Let 𝜀 > 0. Then there exist

— a finite subset 𝑃 ⊂ S(𝐵)\{𝐵},
— a proper Zariski closed subset Φ ⫋ 𝑊 with 𝜑(Ex(𝜑)) ⊂ Φ

such that for every 𝑓 : 𝑌 → 𝑊 with 𝑓 (𝑌 ) ⊄ 𝐷 ∪Φ and 𝑓 ∈ 𝐼𝐵, either one of the followings holds:
1. There exists 𝐶 ∈ 𝑃 such that 𝑓 ∈ 𝐼𝐶 .

https://stacks.math.columbia.edu/tag/01K1
https://stacks.math.columbia.edu/tag/01WM
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2. Let 𝑓 ′ : 𝑌 → 𝑉 be the lift of 𝑓 . Then

𝑇 𝑓 ′ (𝑟, 𝐾𝑉 (𝜑−1(𝐷 ∪ 𝜕𝑊))) ≤ 𝑁 𝑓 (𝑟, 𝐷\𝑍) + 𝜀𝑇 𝑓 ′ (𝑟, 𝐿) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 ′ (𝑟)) | |.

Proof. — By Lemma 4.8.2, we may take an equivariant compactification 𝐴 such that

— 𝐴 is smooth and projective,

— 𝐴 is compatible with 𝐵, and

— 𝑝(Sp𝐵𝐷) ⫋ 𝑊/𝐵, where 𝑝 : 𝑊 → 𝑊/𝐵 is induced from 𝐴→ 𝐴/𝐵.

Let 𝑈 ⊂ 𝑊/𝐵 be the smooth locus of 𝑊/𝐵. Then 𝑝−1(𝑈) ⊂ 𝑊 is smooth. We take a smooth
modification 𝜑𝑜 : 𝑉𝑜 → 𝑊 which is isomorphism over 𝑝−1(𝑈). We apply the embedded resolution
of Szabó [Sza94] for 𝜑−1

𝑜 (𝐷 + 𝜕𝑊) ⊂ 𝑉𝑜 to get a smooth modification 𝜏 : 𝑉 → 𝑉𝑜 such that
𝐷 = (𝜑𝑜 ◦ 𝜏)−1(𝐷 + 𝜕𝑊) is simple normal crossing and 𝜏 is an isomorphism outside the locus
where 𝜑−1

𝑜 (𝐷+𝜕𝑊) is not simple normal crossing. Let 𝜑 : 𝑉 → 𝑊 be the composite of 𝜏 : 𝑉 → 𝑉𝑜

and 𝜑𝑜 : 𝑉𝑜 → 𝑊 . We have

(4.8.0.3) 𝐾𝑉 (𝜑−1(𝐷 ∪ 𝜕𝑊))) ≤ 𝜏∗𝐾𝑉𝑜 (𝜑−1
𝑜 (𝐷 + 𝜕𝑊)) + 𝐸

for some effective divisor 𝐸 ⊂ 𝑉 such that 𝜏(𝐸) ⊂ 𝑉𝑜 is contained in the locus where 𝜑−1
𝑜 (𝐷+𝜕𝑊)

is not simple normal crossing. Since 𝑝−1(𝑈) ∩ 𝜕𝑊 is simple normal crossing, we have 𝑝−1(𝑈) ∩
𝜏(𝐸) ⊂ 𝐷.

Let 𝑍 ⊂ 𝑊 be a Zariski closed subset such that codim(𝑍,𝑊) ≥ 2 and 𝑍 ⊂ 𝐷. We take a closed
subscheme 𝑍 ⊂ 𝑉𝑜 such that

— supp𝑍 = 𝑝−1(𝑈) ∩ (𝜏(𝐸) ∪ 𝜑−1
𝑜 (𝑍)),

— (𝑝 ◦ 𝜑)−1(𝑈) ∩ 𝐸 ⊂ (𝑝 ◦ 𝜑)−1(𝑈) ∩ 𝜏∗𝑍 , as closed subschemes of (𝑝 ◦ 𝜑)−1(𝑈).
Then we have supp(𝑍) ⊂ 𝜑−1

𝑜 (𝐷) and codim(𝑍,𝑉𝑜) ≥ 2.
Let Ψ : 𝐵 ×𝑊 → 𝑊 be the 𝐵-action. We may take a smooth subvariety 𝑆′ ⊂ 𝑊 such that the

induced map 𝑆′ → 𝑈 is étale. Then Ψ yields an étale map

𝜓 : 𝐵 × 𝑆′ → 𝑝−1(𝑈) ∩𝑊.
Let 𝐵 ⊂ 𝐴 be the compactification. Then 𝐵 is an equivariant compactification. The map 𝜓 extends
to a map

𝜓̄ : 𝐵 × 𝑆′ → 𝑝−1(𝑈).
Since 𝐴 is compatible with 𝐵, 𝜓̄ is étale. We take a smooth compactification 𝑆′ ⊂ Σ such that
the maps 𝑆′ ↩→ 𝑊 and 𝑆′ → 𝑊/𝐵 extend to Σ → 𝑊 and 𝜎 : Σ → 𝑊/𝐵. Then 𝜓̄ : 𝐵 × 𝑆′ →
𝑝−1(𝑈) ⊂ 𝑉𝑜 induces a rational map 𝜓 : 𝐵 × Σ d 𝑉𝑜.

𝐵 × 𝑆′ 𝐵 × Σ 𝑊 𝑉𝑜 𝑉

𝑆′ Σ 𝑊/𝐵

𝜓̄

𝜓

𝑞 𝑝

𝜑𝑜 𝜏

𝜎

We take a closed subscheme 𝐼 ⊂ 𝐵×Σ such that 𝑞(supp𝐼) ⊂ Σ\𝑆′ and the ratinal map 𝜓 : 𝐵×Σ d
𝑉𝑜 extends to a morphism

𝜓 : Bl𝐼 (𝐵 × Σ) → 𝑉𝑜 .

Let 𝐿 be an ample line bundle on 𝑉 . Let 𝐿𝑉𝑜 be an ample line bundle on 𝑉𝑜. Then, there exists
a positive constant 𝑐1 > 0 such that for every 𝑔 : 𝑌 → 𝑉 , we have the estimate:

(4.8.0.4) 𝑇𝜏◦𝑔 (𝑟, 𝐿𝑉𝑜 ) ≤ 𝑐1𝑇𝑔 (𝑟, 𝐿) +𝑂 (log 𝑟).

Let 𝐿
𝐵

be an ample line bundle on 𝐵. Let 𝜅 : Bl𝐼 (𝐵 × Σ) → 𝐵 be the composite of Bl𝐼 (𝐵 × Σ) →
𝐵×Σ and the first projection 𝐵×Σ → 𝐵. Then, there exists a positive constant 𝑐2 > 0 such that for
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every 𝑔 : 𝑌 → 𝑉𝑜 with 𝑔(𝑌 ) ⊄ 𝜓(Bl𝐼 (𝐵×Σ)\(𝐵× 𝑆′)), we have the estimate (cf. [Yam15, Lemma
1]):

(4.8.0.5) 𝑇𝑔′ (𝑟, 𝜅∗𝐿𝐵) ≤ 𝑐2𝑇𝑔 (𝑟, 𝐿𝑉𝑜 ) +𝑂 (log 𝑟),

where 𝑔′ : 𝑌 → Bl𝐼 (𝐵 × Σ) is a lift of 𝑔.
Let 𝐷′ ⊂ 𝐵 × Σ be the reduced divisor defined by the Zariski closure of 𝜓̄−1(𝐷 ∩ 𝑝−1(𝑈)) ⊂

𝐵 × 𝑆′. Then we have
𝑞(Sp𝐵𝐷

′) ⫋ Σ.

Let 𝑍 ′ ⊂ 𝐵×Σ be the schematic closure of 𝜓̄∗(𝑍 ∩ 𝑝−1(𝑈)) ⊂ 𝐵× 𝑆′. Then codim(𝑍 ′, 𝐵×Σ) ≥ 2
and supp𝑍 ′ ⊂ 𝐷′. Hence we have 𝑞(Sp𝐵𝑍 ′) ⫋ Σ. We apply Proposition 4.5.1 for 𝑍 ′ ⊂ 𝐵 × Σ to
get 𝑃0 ⊂ S(𝐵)\{𝐵} and 𝜌 ∈ Z>0.

Let 𝜀 > 0. We set 𝜀′ = 𝜀
𝑐1𝑐2 (𝜌+2) . We may apply Lemma 4.7.2 for 𝐷′ ⊂ 𝐵 × Σ, 𝐿

𝐵
and 𝜀′

to get 𝑃1 ⊂ S(𝐵)\{𝐵} and 𝐸1 ⫋ Σ. We apply Lemma 4.6.1 for 𝑍 ′ ⊂ 𝐵 × Σ, 𝐿
𝐵

and 𝜀′ to get
𝑃2 ⊂ S(𝐵)\{𝐵} and 𝐸2 ⫋ Σ. We take a non-empty Zariski open set 𝑈′ ⊂ 𝑈 such that 𝑆′ → 𝑈 is
finite over𝑈′. We set

Φ =
(
𝜑(Ex(𝜑)) ∪ 𝑝−1(𝑊/𝐵\𝑈′) ∪ 𝑝−1(𝜎(𝐸1 ∪ 𝐸2 ∪ 𝑞(Sp𝐵𝑍

′))
)
∩𝑊.

We set 𝑃 = 𝑃0 ∪ 𝑃1 ∪ 𝑃2.
Now let 𝑓 : 𝑌 → 𝑊 be a holomorphic map such that 𝑓 (𝑌 ) ⊄ 𝐷 ∪ Φ and 𝑓 ∈ 𝐼𝐵. We assume

that the first assertion of Lemma 4.8.4 does not valid. By 𝑝 ◦ 𝑓 (𝑌 ) ⊄ 𝑊/𝐵\𝑈′, we may take a lift

𝑔 : 𝑌 ′ → 𝐵 × Σ

such that
𝑔−1(𝜕𝐵 × Σ) ⊂ 𝑔−1

Σ (Σ\𝑆′).
Hence we have

𝑁̄𝜕𝑔 (𝑟) ≤ 𝑁𝑔Σ (𝑟, Σ\𝑆′) = 𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |,
𝑇𝑔Σ (𝑟) = 𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |.

Note that the covering 𝜇 : 𝑌 ′ → 𝑌 is unramified outside 𝑔−1
Σ
(Σ\𝑆′). Hence we have

𝑁ram 𝜋′ (𝑟) = 𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |,
where 𝜋′ : 𝑌 ′ → C>𝛿 is the composite 𝜋′ = 𝜋 ◦ 𝜇.

Hence by Lemma 4.7.2, we get

𝑚𝑔 (𝑟, 𝐷′) + 𝑁𝑔 (𝑟, 𝐷′) − 𝑁𝑔 (𝑟, 𝐷′) ≤ 𝜀′𝑇𝑔𝐵 (𝑟, 𝐿𝐵) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |.
By Proposition 4.5.1

𝑚𝑔 (𝑟, 𝑍 ′) + 𝑁𝑔 (𝑟, 𝑍 ′) ≤ 𝑁
(𝜌)
𝑔 (𝑟, 𝑍 ′) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |.

By Lemma 4.6.1, we get

𝑁
(1)
𝑔 (𝑟, 𝑍 ′) ≤ 𝜀′𝑇𝑔𝐵 (𝑟, 𝐿𝐵) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |.

Hence
𝑚𝑔 (𝑟, 𝑍 ′) + 𝑁𝑔 (𝑟, 𝑍 ′) ≤ 𝜌𝜀′𝑇𝑔𝐵 (𝑟, 𝐿𝐵) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |.

Note that 𝐾
𝐵×Σ (𝜕 (𝐵 × Σ)) = 𝑞∗𝐾Σ. Hence

(4.8.0.6) 𝑚𝑔 (𝑟, 𝑍 ′) + 𝑁𝑔 (𝑟, 𝑍 ′) + 𝑇𝑔 (𝑟, 𝐾𝐵×Σ (𝐷
′ + 𝜕 (𝐵 × Σ))) ≤ 𝑁𝑔 (𝑟, 𝐷′\𝑍 ′)

+ (𝜌 + 2)𝜀′𝑇𝑔𝐵 (𝑟, 𝐿𝐵) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |.

Since 𝜓̄ : 𝐵 × 𝑆′ → 𝑝−1(𝑈) is étale, we have

𝜓̄∗𝐾𝑉𝑜 (𝜑−1
𝑜 (𝐷 + 𝜕𝑊)) = 𝐾

𝐵×Σ (𝐷
′ + 𝜕 (𝐵 × Σ)) |

𝐵×𝑆′ .

Let 𝑓 ′ : 𝑌 → 𝑉 be the lift of 𝑓 : 𝑌 → 𝑊 . Then 𝜏◦ 𝑓 ′ : 𝑌 → 𝑉𝑜 is the lift of 𝑓 . By [Yam06, Lemma
3.1] we have

(4.8.0.7) 𝑇𝑔 (𝑟, 𝐾𝐵×Σ (𝐷
′ + 𝜕 (𝐵 × Σ))) = 𝑇𝜏◦ 𝑓 ′ (𝑟, 𝐾𝑉𝑜 (𝜑−1

𝑜 (𝐷 + 𝜕𝑊))) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |.
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Similarly we have (cf. [Yam15, Lemma 1])

(4.8.0.8) 𝑚𝑔 (𝑟, 𝑍 ′) + 𝑁𝑔 (𝑟, 𝑍 ′) = 𝑚𝜏◦ 𝑓 ′ (𝑟, 𝑍) + 𝑁𝜏◦ 𝑓 ′ (𝑟, 𝑍) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |,

(4.8.0.9) 𝑁𝑔 (𝑟, 𝐷′\𝑍 ′) ≤ 𝑁 𝑓 (𝑟, 𝐷\𝑍) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |.

Hence combinning (4.8.0.6)–(4.8.0.9), we get

(4.8.0.10) 𝑚𝜏◦ 𝑓 ′ (𝑟, 𝑍) + 𝑁𝜏◦ 𝑓 ′ (𝑟, 𝑍) + 𝑇𝜏◦ 𝑓 ′ (𝑟, 𝐾𝑉𝑜 (𝜑−1
𝑜 (𝐷 + 𝜕𝑊))) ≤ 𝑁 𝑓 (𝑟, 𝐷\𝑍)

+ (𝜌 + 2)𝜀′𝑇𝑔𝐵 (𝑟, 𝐿𝐵) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |.

By the choice of 𝑍 ⊂ 𝑉𝑜, we have (𝑝 ◦ 𝜑)−1(𝑈) ∩ 𝐸 ⊂ (𝑝 ◦ 𝜑)−1(𝑈) ∩ 𝜏∗𝑍 . Hence

𝑚 𝑓 ′ (𝑟, 𝐸) + 𝑁 𝑓 ′ (𝑟, 𝐸) ≤ 𝑚𝜏◦ 𝑓 ′ (𝑟, 𝑍) + 𝑁𝜏◦ 𝑓 ′ (𝑟, 𝑍) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |.

Hence by (4.8.0.3), we get

(4.8.0.11) 𝑇 𝑓 ′ (𝑟, 𝐾𝑉 (𝜑−1(𝐷 ∪ 𝜕𝑊))) ≤ 𝑁 𝑓 (𝑟, 𝐷\𝑍)
+ (𝜌 + 2)𝜀′𝑇𝑔𝐵 (𝑟, 𝐿𝐵) +𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |.

By (4.8.0.4) and (4.8.0.5), we have 𝑇𝑔𝐵 (𝑟, 𝐿𝐵) ≤ 𝑐1𝑐2𝑇 𝑓 ′ (𝑟, 𝐿). Thus we get the second assertion
of Lemma 4.8.4. The proof is completed. □

Let 𝑉 be a Q-factorial, projective variety. Let 𝐹 ⊂ 𝑉 be an effective Weil divisor. Then there
exists a positive integer 𝑘 such that 𝑘𝐹 is a Cartier divisor. Let 𝑔 : 𝑌 → 𝑉 be a holomorphic map.
Then we set

𝑇𝑔 (𝑟, 𝐹) =
1
𝑘
𝑇𝑔 (𝑟,O𝑉 (𝑘𝐹)) +𝑂 (log 𝑟).

This definition does not depend on the choice of 𝑘 .
Lemma 4.8.5. — Let 𝐵 ⊂ 𝐴 be a semi-abelian subvariety. Let 𝑋 be a normal variety with a finite
map 𝑎 : 𝑋 → 𝐴 × 𝑆, where 𝑆 is a projective variety. Let 𝐷 ⊂ 𝑋 be a reduced Weil divisor. Then
there exists a compactification 𝑋 and a proper birational morphsim 𝜑 : 𝑋 ′ → 𝑋 , where 𝑋 ′ is
Q-factorial, such that the following property holds: Let 𝑍 ⊂ 𝑋 be a Zariski closed set such that
codim(𝑍, 𝑋) ≥ 2 and 𝑍 ⊂ 𝐷. Let 𝐿 be a big line bundle on 𝑋 ′ and let 𝜀 > 0. Then there exist

— a finite subset 𝑃 ⊂ S(𝐵)\{𝐵},
— a proper Zariski closed set Ξ ⫋ 𝑋 with 𝜑(Ex(𝜑)) ⊂ Ξ

such that for every holomorphic map 𝑓 : 𝑌 → 𝑋 with 𝑓 (𝑌 ) ⊄ 𝐷 ∪ Ξ and 𝑎 ◦ 𝑓 ∈ 𝐼𝐵, either one of
the followings holds:

1. There exists 𝐶 ∈ 𝑃 such that 𝑎 ◦ 𝑓 ∈ 𝐼𝐶 .

2. Let 𝐻 ⊂ 𝑋
′ be a reduced Weil divisor defined by 𝜑−1(𝐷 ∪ 𝑋sing ∪ 𝜕𝑋) = 𝐻 ∪ Γ, where

Γ ⊂ 𝑋
′ is a Zariski closed subset of codimension greater than one. Let 𝑔 : 𝑌 → 𝑋

′ be the
lift of 𝑓 . Then

𝑇𝑔 (𝑟, 𝐾𝑋′ (𝐻)) ≤ 𝑁 𝑓 (𝑟, 𝐷\𝑍) + 𝜀𝑇𝑔 (𝑟, 𝐿) +𝑂 (log 𝑟) + 𝑜(𝑇𝑔 (𝑟)) | |.

Proof. — We set𝑊 = 𝑎(𝑋). Since 𝑎 is finite,𝑊 ⊂ 𝐴× 𝑆 is a Zariski closed set. We first consider
the case that 𝐵 ⊄ St0(𝑊). We apply Corollary 4.4.3 to get Ξ ⊂ 𝑊 . We set 𝐵′ = 𝐵 ∩ St0(𝑊). Then
𝐵′ ⫋ 𝐵. We set 𝑃 = {𝐵′}. Now let 𝑓 : 𝑌 → 𝑋 satisfies 𝑓 (𝑌 ) ⊄ 𝐷 ∪ Ξ and 𝑎 ◦ 𝑓 ∈ 𝐼𝐵. By
Corollary 4.4.3 we have 𝑎 ◦ 𝑓 ∈ 𝐼St0 (𝑊 ) . Hence 𝑎 ◦ 𝑓 ∈ 𝐼𝐵′ . This shows Lemma 4.8.5, provided
𝐵 ⊄ St0(𝑊). In the following, we consider the case 𝐵 ⊂ St0𝑊 .

We first find 𝑋 and 𝑋
′. Let 𝑅 ⊂ 𝑊 be a reduced Weil divisor such that 𝑎 : 𝑋 → 𝑊 is

étale outside 𝑅. We take a reduced Weil divisor 𝐷′ ⊂ 𝑊 such that 𝑎(𝐷 ∪ 𝑋sing) ∪ 𝑅 ⊂ 𝐷′. By
Lemma 4.8.4, there exist a compactification𝑊 ⊂ 𝑊 and a proper birational morphism 𝜓 : 𝑉 → 𝑊 ,
where 𝑉 is smooth and 𝜓−1(𝐷′ ∪ 𝜕𝑊) ⊂ 𝑉 is a simple normal crossing divisor. Let 𝑋 → 𝑊 be
obtained from 𝑋 → 𝑊 by the normalization. Let 𝑝 : 𝑋 ′ → 𝑉 be obtained from the base change
and normalization.
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𝑋 𝑋 𝑋
′

𝑊 𝑊 𝑉

𝑎

𝜑

𝑝

𝜓

Note that 𝑝 : 𝑋 ′ → 𝑉 is unramified outside 𝐷 = 𝜓−1(𝐷′ ∪ 𝜕𝑊). Since 𝐷 is simple normal
crossing, [NWY13, Lemma 2] yields that 𝑋 ′ is Q-factorial.

Let 𝑍 ⊂ 𝑋 be a Zariski closed set such that codim(𝑍, 𝑋) ≥ 2 and 𝑍 ⊂ 𝐷. We set

𝑍 ′ = 𝑎(𝑍 ∪ 𝑋sing) ∪ (𝑊 ∩ (𝜓 ◦ 𝑝) (𝑋 ′
sing)).

Then codim(𝑍 ′,𝑊) ≥ 2 and 𝑍 ′ ⊂ 𝐷′. Let 𝐿 be a big line bundle on 𝑋 ′. Let 𝐿𝑉 be an ample
line bundle on 𝑉 . Then there exists a positive integer 𝑙 ∈ Z≥1 such that 𝑝∗𝐿𝑉 (𝐸) = 𝐿⊗𝑙 for some
effective divisor 𝐸 ⊂ 𝑋

′. Let 𝜀 > 0. We set 𝜀′ = 𝜀/𝑙.
Now by Lemma 4.8.4 for 𝑍 ′ ⊂ 𝐷′, 𝐿𝑉 and 𝜀′, we get a finite subset 𝑃 ⊂ S(𝐵)\{𝐵} and a

proper Zariski closed subset Φ ⫋ 𝑊 . We set

Ξ = 𝑎−1(𝐷′ ∪Φ) ∪ (𝑋 ∩ 𝜑(𝐸)) ∪ (𝑋 ∩ 𝜑(Ex(𝜑))).
Let 𝑓 : 𝑌 → 𝑋 such that 𝑎 ◦ 𝑓 ∈ 𝐼𝐵 and 𝑓 (𝑌 ) ⊄ Ξ. Assume that the first assertion of Lemma 4.8.5
does not valid. Let 𝑔 : 𝑌 → 𝑋

′ be the lift of 𝑓 . Then 𝑝 ◦ 𝑔 : 𝑌 → 𝑉 is the lift of 𝑎 ◦ 𝑓 : 𝑌 → 𝑊 .
Hence by Lemma 4.8.4, we get

(4.8.0.12) 𝑇𝑝◦𝑔 (𝑟, 𝐾𝑉 (𝐷)) ≤ 𝑁𝑎◦ 𝑓 (𝑟, 𝐷′\𝑍 ′) + 𝜀′𝑇𝑝◦𝑔 (𝑟, 𝐿𝑉 ) +𝑂 (log 𝑟) + 𝑜(𝑇𝑝◦𝑔 (𝑟)) | |

We define a reduced divisor 𝐹 on 𝑋 ′ by 𝑝−1(𝐷) = 𝐹 + 𝐻. By the ramification formula, we have

𝐾
𝑋′ (𝐹 + 𝐻) = 𝑝∗𝐾𝑉 (𝐷).

Thus we have
𝑇𝑔 (𝑟, 𝐾𝑋′ (𝐹 + 𝐻)) = 𝑇𝑝◦𝑔 (𝑟, 𝐾𝑉 (𝐷)) +𝑂 (log 𝑟).

Combining this estimate with (4.8.0.12) and 𝑝∗𝐿𝑉 (𝐸) = 𝐿⊗𝑙, we get

(4.8.0.13) 𝑇𝑔 (𝑟, 𝐾𝑋′ (𝐹 + 𝐻)) ≤ 𝑁𝑎◦ 𝑓 (𝑟, 𝐷′\𝑍 ′) + 𝜀𝑇𝑔 (𝑟, 𝐿) +𝑂 (log 𝑟) + 𝑜(𝑇𝑔 (𝑟)) | |
We estimate the right hand side of (4.8.0.13). We have

(4.8.0.14) 𝑁𝑎◦ 𝑓 (𝑟, 𝐷′\𝑍 ′) ≤ 𝑁𝑔 (𝑟, 𝐹\𝑋
′
sing) + 𝑁𝑔 (𝑟, 𝐻\𝜑−1(𝑍 ∪ 𝑋sing))

We set 𝐻′ by 𝐻 = 𝐻′ + 𝜑−1(𝜕𝑋 + 𝐷). Then 𝜑(𝐻′) ⊂ 𝑋sing. Hence by 𝑁 𝑓 (𝑟, 𝜕𝑋) = 0, we have

(4.8.0.15) 𝑁𝑔 (𝑟, 𝐻\𝜑−1(𝑍 ∪ 𝑋sing)) ≤ 𝑁 𝑓 (𝑟, 𝐷\𝑍).

Since 𝑋 ′ is Q-factorial, we may take a positive integer 𝑘 such that 𝑘𝐹 is a Cartier divisor. Since
𝐹 ∩ (𝑋 ′\𝑋 ′

sing) is a Cartier divisor on 𝑋 ′\𝑋 ′
sing, we have

𝑘 ord𝑧𝑔∗𝐹 = ord𝑧𝑔∗(𝑘𝐹)

for 𝑧 ∈ 𝑔−1(𝑋 ′\𝑋 ′
sing), and hence

𝑘 min{1, ord𝑧𝑔∗𝐹} ≤ ord𝑧𝑔∗(𝑘𝐹).
Thus we get

𝑘𝑁𝑔 (𝑟, 𝐹\𝑋
′
sing) ≤ 𝑁𝑔 (𝑟, 𝑘𝐹).

By the Nevanlinna inequality (cf. (4.1.0.1)), we have

𝑁𝑔 (𝑟, 𝑘𝐹) ≤ 𝑇𝑔 (𝑟, 𝑘𝐹) +𝑂 (log 𝑟).
Hence

𝑁𝑔 (𝑟, 𝐹\𝑋
′
sing) ≤ 𝑇𝑔 (𝑟, 𝐹) +𝑂 (log 𝑟).

Combining this with (4.8.0.14) and (4.8.0.15), we get

𝑁𝑎◦ 𝑓 (𝑟, 𝐷′\𝑍 ′) ≤ 𝑁 𝑓 (𝑟, 𝐷\𝑍) + 𝑇𝑔 (𝑟, 𝐹) +𝑂 (log 𝑟).
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Combining this estimate with (4.8.0.13), we get the second assertion of Lemma 4.8.5. This
concludes the proof. □

Proposition 4.8.6. — Let Σ be a smooth quasi-projective variety which is of log general type.
Assume that there is a morphism 𝑎 : Σ → 𝐴 × 𝑆 such that dimΣ = dim 𝑎(Σ), where 𝑆 is a
projective variety. Let 𝐵 ⊂ 𝐴 be a semi-abelian subvariety. Then there exist a finite subset
𝑃 ⊂ S(𝐵)\{𝐵} and a proper Zariski closed set Φ ⫋ Σ with the following property: Let 𝑓 : 𝑌 → Σ

be a holomorphic map such that 𝑎 ◦ 𝑓 ∈ 𝐼𝐵 and 𝑓 (𝑌 ) ⊄ Φ. Then either one of the followings
holds:

1. There exists 𝐶 ∈ 𝑃 such that 𝑎 ◦ 𝑓 ∈ 𝐼𝐶 .

2. 𝑓 does not have essential singularity over ∞.

Proof. — Let 𝑊 ⊂ 𝐴 × 𝑆 be the Zariski closure of 𝑎(Σ). Let 𝜋 : 𝑋 → 𝑊 be the normalization
with respect to 𝑎 and let 𝜑 : Σ → 𝑋 be the induced map. Then 𝜑 is birational. Let Σ be a smooth
partial compactification such that 𝜑 extends to a projective morphism 𝜑 : Σ → 𝑋 and Σ\Σ is a
divisor on Σ. Since 𝜑 is birational and 𝑋 is normal, there exists a Zariski closed subset 𝑍 ⊂ 𝑋

whose codimension is greater than one such that 𝜑 : Σ → 𝑋 is an isomorphism over 𝑋\𝑍 . In
particular 𝑋\𝑍 is smooth. Let 𝐷 be the Zariski closure of (𝑋\𝑍) ∩ 𝜑̄(Σ̄\Σ) in 𝑋 . Then 𝐷 is
a reduced divisor on 𝑋 and 𝑋\(𝑍 ∪ 𝐷) is of log-general type. Thus by [NWY13, Lemma 4],
𝑋\(𝑋sing ∪ 𝐷) is of log-general type. Note that (𝐷 ∩ 𝑍) ∪ 𝑋sing ⊂ 𝑍 .

We apply Lemma 4.8.5 to get 𝑋 and 𝜓 : 𝑋 ′ → 𝑋 . We define a reduced divisor 𝐻 ⊂ 𝑋
′ to be

𝜓−1(𝐷 ∪ 𝑋sing ∪ 𝜕𝑋) = 𝐻∪Γ, where Γ ⊂ 𝑋
′ is a Zariski closed subset of codimension greater than

one. Since 𝑋\(𝐷∪𝑋sing) is of log-general type, we deduce that 𝜓−1(𝑋\(𝐷∪𝑋sing)) = 𝑋
′\(𝐻∪Γ)

is also of log-general type. Thus by [NWY13, Lemma 3], 𝐾
𝑋
′ (𝐻) is big.

By Kodaira’s lemma, there exist an effective divisor 𝐸 ⫋ 𝑋 ′ and a positive integer 𝑙 ∈ Z≥1 such
that 𝑙𝐾

𝑋
′ (𝐻) − 𝐸 is ample. Hence if 𝑔 : 𝑌 → 𝑋

′ satisfies 𝑔(𝑌 ) ⊄ 𝐸 , then

𝑇𝑔 (𝑟) = 𝑂 (𝑇𝑔 (𝑟, 𝐾𝑋′ (𝐻))) +𝑂 (log 𝑟).

By Lemma 4.8.5 applied to 𝑍 ∩𝐷, 𝐿 = 𝐾
𝑋
′ (𝐻) and 𝜀 = 1/2, we get 𝑃 ⊂ S(𝐵)\{𝐵} and Ξ ⫋ 𝑋 .

We set Φ = 𝜑−1(Ξ ∪ 𝜓(𝐸)). Let 𝑓 : 𝑌 → Σ be a holomorphic map such that 𝑎 ◦ 𝑓 ∈ 𝐼𝐵 and
𝑓 (𝑌 ) ⊄ Φ. Then 𝜑 ◦ 𝑓 (𝑌 ) ⊄ Ξ. Suppose that the first assertion of Proposition 4.8.6 is not valid.
Then by Lemma 4.8.5, we get

𝑇𝑔 (𝑟, 𝐾𝑋′ (𝐻)) ≤ 𝑁 𝜑◦ 𝑓 (𝑟, 𝐷\𝑍) +
1
2
𝑇𝑔 (𝑟, 𝐾𝑋′ (𝐻)) +𝑂 (log 𝑟) + 𝑜(𝑇𝑔 (𝑟)) | |,

where 𝑔 : 𝑌 → 𝑋
′ is the lift of 𝜑 ◦ 𝑓 : 𝑌 → 𝑋 . We have

𝑁 𝜑◦ 𝑓 (𝑟, 𝐷) = 𝑁 𝜑◦ 𝑓 (𝑟, 𝐷 ∩ 𝑍).

Hence we get
𝑇𝑔 (𝑟, 𝐾𝑋′ (𝐻)) = 𝑂 (log 𝑟) + 𝑜(𝑇𝑔 (𝑟)) | |.

Thus 𝑇𝜑◦ 𝑓 (𝑟) = 𝑂 (log 𝑟) | |. This shows 𝑇𝑎◦ 𝑓 (𝑟) = 𝑂 (log 𝑟) | |. Hence 𝑎 ◦ 𝑓 ∈ 𝐼{0} . Hence by
Remark 4.8.3, 𝑓 does not have essential singularity over ∞. □

The following theorem implies Theorem 4.0.1, when 𝑆 is a single point.
Theorem 4.8.7. — Let 𝑋 be a smooth quasi-projective variety which is of log general type. Assume
that there is a morphism 𝑎 : 𝑋 → 𝐴 × 𝑆 such that dim 𝑋 = dim 𝑎(𝑋), where 𝑆 is a projective
variety. Then there exists a proper Zariski closed set Ξ ⫋ 𝑋 with the following property: Let
𝑓 : 𝑌 → 𝑋 be a holomorphic map with the following three properties:

(a) 𝑇(𝑎◦ 𝑓 )𝑆 (𝑟) = 𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |,
(b) 𝑁ram 𝜋 (𝑟) = 𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |,
(c) 𝑓 (𝑌 ) ⊄ Ξ.

Then 𝑓 does not have essential singularity over ∞.
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Proof. — We take a Zariski closed set 𝐸 ⫋ 𝑋 such that if 𝑔 : 𝑌 → 𝑋 satisfies 𝑔(𝑌 ) ⊄ 𝐸 , then
𝑇𝑔 (𝑟) = 𝑂 (𝑇𝑎◦𝑔 (𝑟)) + 𝑂 (log 𝑟). We take a sequence P𝑖 ⊂ S(𝐴) of finite sets as follows. Set
P1 = {𝐴}. Given P𝑖 , we define P𝑖+1 as follows. For each 𝐵 ∈ P𝑖 , we apply Proposition 4.8.6 to get
Φ𝐵 ⫋ 𝑋 and 𝑃𝐵 ⊂ S(𝐵)\{𝐵}. We set P𝑖+1 = ∪𝐵∈P𝑖

𝑃𝐵 and Ξ𝑖+1 = ∪𝐵∈P𝑖
Φ𝐵. Set Ξ = 𝐸 ∪ ∪𝑖Ξ𝑖 .

Then Ξ ⫋ 𝑋 is a proper Zariski closed set.
Let 𝑓 : 𝑌 → 𝑋 satisfy the three properties in Theorem 4.8.7. Then 𝑓 ∈ 𝐼𝐴. We take 𝑖 which is

maximal among the property that there exists 𝐵 ∈ P𝑖 such that 𝑓 ∈ 𝐼𝐵. Then by 𝑓 (𝑌 ) ⊄ Φ𝐵 ⊂ Ξ,
Proposition 4.8.6 implies that 𝑓 does not have essential singularity over ∞. □

Corollary 4.8.8. — Let 𝑋 be a smooth quasi-projective variety and let 𝑎 : 𝑋 → 𝐴 × 𝑆◦ be a
morphism such that dim 𝑋 = dim 𝑎(𝑋), where 𝑆◦ is a smooth quasi-projective variety (𝑆 can be a
point). Write 𝑏 : 𝑋 → 𝑆◦ as the composition of 𝑎 with the projection map 𝐴 × 𝑆◦ → 𝑆◦. Assume
that 𝑏 is dominant.
(i) Suppose 𝑆◦ is pseudo Picard hyperbolic. If 𝑋 is of log general type, then 𝑋 is pseudo Picard

hyperbolic.
(ii) Suppose Spalg(𝑆◦) ⫋ 𝑆◦. If Spsab(𝑋) ⫋ 𝑋 , then Spalg(𝑋) ⫋ 𝑋 .
Proof. — Let 𝑆 be a smooth projective variety that compactifies 𝑆◦.
Proof of Corollary 4.8.8.(i): Since 𝑆◦ is pseudo Picard hyperbolic, there exists a proper Zariski
closed subset 𝑍 ⊂ 𝑆◦ such that each holomorphic map 𝑔 : D∗ → 𝑆◦ with 𝑔(D∗) ⊄ 𝑍 has no
essential singularity at ∞. By applying Theorem 4.8.7 to 𝑋 , we obtain a proper Zariski closed
set Ξ ⫋ 𝑋 that satisfies the property given in Theorem 4.8.7. Set Σ := 𝑏−1(𝑍) ∪ Ξ. Since 𝑏 is
dominant, Σ is a proper Zariski closed subset of 𝑋 . Then for any holomorphic map 𝑓 : D∗ → 𝑋

with 𝑓 (D∗) ⊄ Σ, we have 𝑏 ◦ 𝑓 (D∗) ⊄ 𝑍 and 𝑓 (D∗) ⊄ Ξ. It follows that 𝑇𝑏◦ 𝑓 (𝑟) = 𝑂 (log 𝑟).
Hence 𝑓 verifies Properties Item (a) and Item (c) in Theorem 4.8.7. Note that Property Item (b)
in Theorem 4.8.7 is automatically satisfied as 𝑁ram 𝜋 (𝑟) = 0. We can now apply Theorem 4.8.7
to conclude that 𝑓 does not have an essential singularity over ∞. Therefore, 𝑋 is pseudo Picard
hyperbolic.

Proof of Corollary 4.8.8.(ii): Since dim 𝑋 = dim 𝑎(𝑋), there is a proper Zariski closed subset
Υ ⫋ 𝑋 such that the restriction of 𝑎 |𝑋\Υ : 𝑋\Υ → 𝐴×𝑆◦ is quasi-finite. Let Ξ := 𝑏−1(Spalg(𝑆◦))∪
Spsab(𝑋) ∪ Υ. Then by the assumptions Spalg(𝑆◦) ⫋ 𝑆◦ and Spsab(𝑋) ⫋ 𝑋 , we have Ξ ⫋ 𝑋 .

Let 𝑉 be a closed subvariety of 𝑋 that is not contained in Ξ. Then we have
(4.8.0.16) Spsab(𝑉) ⫋ 𝑉.
In the following, we shall prove that 𝑉 is of log general type to conclude Spalg(𝑋) ⊂ Ξ.

We first show 𝜅(𝑉) ≥ 0. Note that for a general fiber 𝐹 of 𝑏 |𝑉 : 𝑉 → 𝑆◦, we have dim 𝐹 =

dim 𝑐(𝐹), where 𝑐 : 𝑋 → 𝐴 is the composition of 𝑎 with the projection map 𝐴 × 𝑆◦ → 𝐴. By
Proposition 1.2.3, it follows that 𝜅(𝑐(𝐹)) ≥ 0, and hence 𝜅(𝐹) ≥ 0. Also note that 𝑏(𝑉) is not
contained in Spalg(𝑆◦), and thus 𝑏(𝑉) is of log general type. We use Fujino’s addition formula for
logarithmic Kodaira dimensions [Fuj17, Theorem 1.9] to conclude that

𝜅(𝑉) ≥ 𝜅(𝐹) + 𝜅(𝑏(𝑉)) ≥ 0.
Hence we have proved 𝜅(𝑉) ≥ 0. We may consider the logarithmic Iitaka fibration of 𝑉 .

Next we show 𝜅(𝑉) = dim𝑉 . After replacing 𝑉 with a birational modification, we can assume
that𝑉 is smooth and that the logarithmic Iitaka fibration 𝑗 : 𝑉 → 𝐽 (𝑉) is regular. Assume contrary
that 𝑉 is not of log general type. Note that for a very general fiber 𝐹 of 𝑗 , the followings hold:

(a) dim 𝐹 > 0;
(b) 𝐹 is smooth;
(c) 𝜅(𝐹) = 0;
(d) 𝑏(𝐹) ⊄ Spalg(𝑆◦);
(e) 𝐹 ⊄ Υ.

By Item (d), we have 𝜅(𝑏(𝐹)) = dim 𝑏(𝐹) ≥ 0. Item (e) implies that for a general fiber 𝑌 of
𝑏 |𝐹 : 𝐹 → 𝑆◦, we have dim𝑌 = dim 𝑐(𝑌 ). Using Proposition 1.2.3, we have 𝜅(𝑐(𝑌 )) ≥ 0, and



50 CHAPTER 4. ON THE GGL CONJECTURE

thus 𝜅(𝑌 ) ≥ 0. Using [Fuj17, Theorem 1.9] again, we can conclude that

𝜅(𝐹) ≥ 𝜅(𝑌 ) + 𝜅(𝑏(𝐹)) ≥ 0.

Item (c) implies that 𝜅(𝑌 ) = 0 and 𝜅(𝑏(𝐹)) = 0. Hence 𝑏(𝐹) is a point. This implies that
dim 𝐹 = dim 𝑐(𝐹). Combining with Items (a) and (c), Lemma 3.0.5 yields Spsab(𝐹) = 𝐹. Since 𝐹
is a very general fiber of 𝑗 : 𝑉 → 𝐽 (𝑉), we get Spsab(𝑉) = 𝑉 . This contradicts to (4.8.0.16). Thus
we have proved that 𝑉 is of log general type, hence Spalg(𝑋) ⊂ Ξ. □

Proposition 4.8.9. — Let 𝐷 ⊂ 𝐴 be a reduced divisor such that St(𝐷) = {𝑎 ∈ 𝐴; 𝑎 + 𝐷 = 𝐷} is
finite. Let 𝑍 ⊂ 𝐷 be a Zariski closed subset such that codim(𝑍, 𝐴) ≥ 2. Then there exists a proper
Zariski closed subset Ξ ⫋ 𝐴 with the following property: Let 𝑓 : 𝑌 → 𝐴 be a holomorphic map
with the following three properties:

(a) 𝑁ram 𝜋 (𝑟) = 𝑂 (log 𝑟) + 𝑜(𝑇 𝑓 (𝑟)) | |,
(b) 𝑓 (𝑌 ) ⊄ Ξ ∪ 𝐷,
(c) ord𝑦 𝑓 ∗𝐷 ≥ 2 for all 𝑦 ∈ 𝑓 −1(𝐷\𝑍).

Then 𝑓 does not have essential singularity over ∞.
Proof. — For a semi-abelian variety 𝐵 ⊂ 𝐴, we denote by 𝐽𝐵 the set of all holomorphic maps
𝑓 : 𝑌 → 𝐴 such that

— 𝑓 ∈ 𝐼𝐵,
— 𝑓 (𝑌 ) ⊄ 𝐷, and
— ord𝑦 𝑓 ∗𝐷 ≥ 2 for all 𝑦 ∈ 𝑓 −1(𝐷\𝑍).

Given a semi-abelian variety 𝐵 ⊂ 𝐴, we first prove the following claim.
Claim 4.8.10. — There exist a finite subset 𝑃𝐵 ⊂ S(𝐵)\{𝐵} and a proper Zariski closed set
Φ𝐵 ⫋ 𝐴 with the following property: Let 𝑓 : 𝑌 → 𝐴 be a holomorphic map such that 𝑓 ∈ 𝐽𝐵 and
𝑓 (𝑌 ) ⊄ Ξ𝐵. Then either one of the followings holds:

(a) There exists 𝐶 ∈ 𝑃𝐵 such that 𝑓 ∈ 𝐽𝐶 .
(b) 𝑓 does not have essential singularity over ∞.

Proof of Claim 4.8.10. — Since St(𝐷) is finite, 𝐴\𝐷 is of log-general type. We apply
Lemma 4.8.4 to get a smooth projective equivariant compactification 𝐴 and a proper birational
morphism 𝜑 : 𝑉 → 𝐴, where 𝑉 is smooth and 𝜑−1(𝐷 ∪ 𝜕𝐴) is a simple normal crossing divisor.
Since 𝐴\𝐷 is of log-general type, we deduce that 𝜑−1(𝐴\𝐷) = 𝑉\𝜑−1(𝐷 ∪ 𝜕𝐴) is also of
log-general type. Thus 𝐾𝑉 (𝜑−1(𝐷 ∪ 𝜕𝐴)) is big.

By Kodaira’s lemma, there exist an effective divisor 𝐸 ⫋ 𝐴
′

and a positive integer 𝑙 ∈ Z≥1 such
that 𝐿 = 𝑙𝐾𝑉 (𝜑−1(𝐷 ∪ 𝜕𝐴)) − 𝐸 is ample. Hence if 𝑔 : 𝑌 → 𝑉 satisfies 𝑔(𝑌 ) ⊄ 𝐸 , then

𝑇𝑔 (𝑟) = 𝑂 (𝑇𝑔 (𝑟, 𝐾𝑉 (𝜑−1(𝐷 ∪ 𝜕𝐴)))) +𝑂 (log 𝑟).
By Lemma 4.8.4 applied to (𝑍 ∪ 𝜑(Ex(𝜑))) ∩ 𝐷, 𝐿 and 𝜀 = 1/3𝑙, we get a finite subset

𝑃𝐵 ⊂ S(𝐵)\{𝐵} and a proper Zariski closed set Φ𝐵 ⫋ 𝐴 with 𝜑(Ex(𝜑)) ⊂ Φ𝐵. We set
Ξ𝐵 = Φ𝐵 ∪ 𝜑(𝐸). Let 𝑓 : 𝑌 → 𝐴 be a holomorphic map such that 𝑓 ∈ 𝐽𝐵 and 𝑓 (𝑌 ) ⊄ Ξ𝐵. Then
𝑓 (𝑌 ) ⊄ 𝐷 ∪ Ξ𝐵 and 𝑓 ∈ 𝐼𝐵. Suppose that the first assertion of Claim 4.8.10 is not valid. Then
𝑓 ∉ 𝐼𝐶 for all 𝐶 ∈ 𝑃𝐵. By Lemma 4.8.4, we get

𝑇𝑔 (𝑟, 𝐾𝑉 (𝜑−1(𝐷 ∪ 𝜕𝐴))) ≤ 𝑁 𝑓 (𝑟, 𝐷\(𝑍 ∪ 𝜑(Ex(𝜑)))) + 1
3𝑙
𝑇𝑔 (𝑟, 𝐿) +𝑂 (log 𝑟) + 𝑜(𝑇𝑔 (𝑟)) | |,

where 𝑔 : 𝑌 → 𝑉 is the lift of 𝑓 : 𝑌 → 𝐴. By 𝑔(𝑌 ) ⊄ 𝐸 , we have

𝑇𝑔 (𝑟, 𝐿) ≤ 𝑙𝑇𝑔 (𝑟, 𝐾𝑉 (𝜑−1(𝐷 ∪ 𝜕𝐴))) +𝑂 (log 𝑟).
Hence we get

2
3
𝑇𝑔 (𝑟, 𝐾𝑉 (𝜑−1(𝐷 ∪ 𝜕𝐴))) ≤ 𝑁 𝑓 (𝑟, 𝐷\(𝑍 ∪ 𝜑(Ex(𝜑)))) +𝑂 (log 𝑟) + 𝑜(𝑇𝑔 (𝑟)) | |.

We estimate the first term of the right hand side. Since 𝐴 is smooth and equivariant, 𝜕𝐴
is a simple normal crossing divisor. Hence we may decompose as 𝜑−1(𝐷 ∪ 𝜕𝐴) = 𝐻 + 𝐹 so
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that 𝐹 = 𝜑−1(𝜕𝐴). Then 𝐻 = 𝜑−1(𝐷). The induced map 𝑉\(𝐹 ∪ Ex(𝜑)) → 𝐴\𝜑(Ex(𝜑)) is
isomorphic. Hence by ord𝑦 𝑓 ∗𝐷 ≥ 2 for all 𝑦 ∈ 𝑓 −1(𝐷\𝑍), we have

2𝑁 𝑓 (𝑟, 𝐷\(𝑍 ∪ 𝜑(Ex(𝜑)))) ≤ 𝑇𝑔 (𝑟, 𝐻).
By 𝜅(𝑉\𝐹) = 0 and 𝑔(𝑌 ) ⊄ Ex(𝜑), we have 𝑇𝑔 (𝑟, 𝐾𝑉 (𝐹)) +𝑂 (log 𝑟) > 0. Hence

2𝑁 𝑓 (𝑟, 𝐷\(𝑍 ∪ 𝜑(Ex(𝜑)))) ≤ 𝑇𝑔 (𝑟, 𝐾𝑉 (𝐻 + 𝐹)) +𝑂 (log 𝑟).
Hence we get

𝑇𝑔 (𝑟, 𝐾𝑉 (𝐻 + 𝐹)) = 𝑂 (log 𝑟) + 𝑜(𝑇𝑔 (𝑟)) | |.
Thus𝑇𝑔 (𝑟) = 𝑂 (log 𝑟) | |. This shows𝑇 𝑓 (𝑟) = 𝑂 (log 𝑟) | |. Hence 𝑓 ∈ 𝐼{0} . Hence by Remark 4.8.3,
𝑓 does not have essential singularity over ∞. □

We take a sequence P𝑖 ⊂ S(𝐴) of finite sets as follows. Set P1 = {𝐴}. Given P𝑖 , we define
P𝑖+1 as follows. For each 𝐵 ∈ P𝑖 , we apply Claim 4.8.10 to get Ξ𝐵 ⫋ 𝐴 and 𝑃𝐵 ⊂ S(𝐵)\{𝐵}. We
set P𝑖+1 = ∪𝐵∈P𝑖

𝑃𝐵 and Ξ𝑖+1 = ∪𝐵∈P𝑖
Ξ𝐵. Set Ξ = ∪𝑖Ξ𝑖 . Then Ξ ⫋ 𝐴 is a proper Zariski closed

set.
Let 𝑓 : 𝑌 → 𝐴 satisfy the three properties in Proposition 4.8.9. Then 𝑓 ∈ 𝐽𝐴. We take 𝑖 which is

maximal among the property that there exists 𝐵 ∈ P𝑖 such that 𝑓 ∈ 𝐽𝐵. Then by 𝑓 (𝑌 ) ⊄ Ξ𝐵 ⊂ Ξ,
Claim 4.8.10 implies that 𝑓 does not have essential singularity over ∞. □

Remark 4.8.11. — The proof of Theorem 4.0.1 is based on the arguments of [Yam15] and
[NWY13] . Compared with the compact case treated in [Yam15], the lack of Poincaré reducibility
theorem is a major difficulity to treat the non-compact case. We use a more general “cover” than
étale cover to overcome this problem. In [NWY08], we use “flat cover” (cf. the commutative
diagram just after [NWY08, (5.9)]. An important issue to use this flat cover is to construct a lift
of holomorphic maps onto the flat cover so that the order function of the lift is bounded by that
of original one (cf. [NWY08, Lemma 5.8]. In [NWY08], we only treat the holomorphic maps
from the complex plane C, so thanks to the simply connectedness of C, we may construct such
lift easily. In this paper, we are considering holomorphic maps from the covering 𝜋 : 𝑌 → C>𝛿 ,
which is not simply connected. So, in this paper, we chose another cover 𝜎 : Σ → 𝑊/𝐵 in the
proof of Lemma 4.8.4. After the base change by this cover, we get the lift 𝑔 : 𝑌 ′ → 𝐵 × Σ of
𝑓 : 𝑌 → 𝑊 from the covering space 𝑌 ′ → 𝑌 . Then we apply the results of § 4.3–§ 4.7 to this lift
𝑔. We remark that the map 𝑔

𝐵
: 𝑌 ′ → 𝐵 may hit the boundary 𝜕𝐵. This is the reason to treat the

situation 𝑓 : 𝑌 ⇀ 𝐴 × 𝑆 in § 4.3–§ 4.7.





CHAPTER 5

A REDUCTION THEOREM FOR NON-ARCHIMEDEAN
REPRESENTATION OF 𝜋1

In this section we shall prove Theorem H. It is based on two results in [BDDM22]:
— the existence of 𝜚-equivariant harmonic mapping 𝑢 : 𝑋 → Δ(𝐺) from the universal cover

𝑋 of 𝑋 to the Bruhat-Tits building of 𝐺 such that the energy of 𝑢 at infinity has logarithmic
growth;

— the construction of logarithmic symmetric differential forms of 𝑋 via this harmonic mapping
𝑢.

When 𝑋 is compact, Theorem H is proved by Katzarkov [Kat97], Zuo [Zuo96] and Eyssidieux
[Eys04]. When 𝑋 is non-compact, there are several delicate and technical issues which occur, and
we provide complete details as possible during the proof of Theorem H.

5.1. Some recollections on buildings

Let 𝐾 be a non-archimedian local field, and let 𝐺 be a semi-simple group defined over 𝐾 . One
can attach to𝐺 data its Bruhat-Tits building Δ(𝐺); this is a simplicial complex obtained by glueing
affine spaces isometric to R𝑁 (called the appartments), where 𝑁 = rk𝐾 (𝐺). It is a CAT(0) space.
We refer the readers to [AB08] for more details.

There is a natural continuous action of𝐺 (𝐾) onΔ(𝐺) which acts transitively on the appartments,
and which is such that the stabilizer of any point in Δ(𝐺) is a bounded subgroup of 𝐺 (𝐾) by
Lemma 5.2.3 below.

Fix an appartment 𝐴 ⊂ Δ(𝐺). The affine Weyl group 𝑊aff ⊂ Isom(𝐴) of Δ(𝐺) and its finite
reflection subgroup 𝑊 := 𝑊aff ∩ 𝐺𝐿 (𝐴) both act on 𝐴. Also, if 𝑔 ∈ 𝐺 (𝐾) is an isometry leaving
𝐴 invariant, the restriction 𝑔 |𝐴 is induced by an element of𝑊aff .

The root system Φ = {𝛼1, . . . , 𝛼𝑚} ⊂ 𝐴∗ − {0} of Δ(𝐺) is fixed under the action of𝑊 :

{𝑤∗𝛼1, . . . , 𝑤
∗𝛼𝑚} = {𝛼1, . . . , 𝛼𝑚} for any 𝑤 ∈ 𝑊.

In other words, 𝑊 acts on Φ by permutations. Note that 𝑊aff = 𝑊 ⋉ Λ, where Λ is a lattice which
acts on 𝐴 by translations. Hence, it follows that

{𝑤∗𝑑𝛼1, . . . , 𝑤
∗𝑑𝛼𝑚} = {𝑑𝛼1, . . . , 𝑑𝛼𝑚} for any 𝑤 ∈ 𝑊aff .(5.1.0.1)

Here we consider 𝑑𝛼𝑖 as global real one-forms on 𝐴.

5.2. Some finiteness criterion for subgroups of almost simple algebraic groups

We begin with the following definition.
Definition 5.2.1 (Bounded subgroup). — Let 𝐺 be a semisimple algebraic group over the non-
archimedean local field 𝐾 . Fix an embedding 𝐺 → GL𝑁 . A subgroup 𝐻 of 𝐺 (𝐾) is bounded if
there is an upper bound on the absolute values of the matrix entries in GL𝑁 (𝐾) of the elements of
𝐻, otherwise it is called unbounded.
Lemma 5.2.2 ( [AB08, 11.40]). — Let𝐺 be a semisimple algebraic group over a non-archimedean
local field 𝐾 . Let 𝐻 be a subgroup of 𝐺 (𝐾). Then the following properties are equivalent.



54 CHAPTER 5. A REDUCTION THEOREM

— 𝐻 is bounded.
— 𝐻 is contained in a compact subgroup of 𝐺 (𝐾).
— 𝐻 fixes a point in Δ(𝐺).
A representation 𝜚 : 𝜋1(𝑋) → 𝐺 (𝐾) is (un)bounded if its image 𝜚(𝜋1(𝑋)) is a (un)bounded

subgroup of 𝐺 (𝐾).
The following finiteness criterion will be used to prove Theorem 6.1.1.(ii), which is the corner-

stone of Theorem I.
Lemma 5.2.3. — Let𝐺 be an almost simple algebraic group over the non-archimedean local field
𝐾 . Let Γ ⊂ 𝐺 (𝐾) be a finitely generated subgroup so that

— it is a Zariski dense subgroup in 𝐺,
— it is not contained in any bounded subgroup of 𝐺 (𝐾).

Let Υ be a normal subgroup of Γ which is bounded. Then Υ must be finite.
Proof. — To prove the lemma, we may assume that 𝐺 is connected. As 𝐺 (𝐾) acts on Δ(𝐺)
transitively, we denote by 𝑅 ⊂ Δ(𝐺) the set of fixed points of Υ. Since Υ is bounded, 𝑅 is not
empty. 𝑅 is moreover closed and convex. We will prove that 𝑅 is moreover invariant under Γ, i.e.
𝛾𝑅 ⊂ 𝑅 for 𝛾 ∈ Γ.

For every 𝑢 ∈ Υ and 𝛾 ∈ Γ, one has 𝛾−1𝑢𝛾 ∈ Υ since Υ ⊳ Γ. Then for every 𝑥 ∈ 𝑅, one has
𝑢(𝛾𝑥) = 𝛾((𝛾−1𝑢𝛾)𝑥) = 𝛾𝑥. Hence 𝑅 is invariant under Γ.

If 𝑅 is bounded, by Bruhat-Tits’ fixed point theorem (see [AB08, Theorem 11.23]), Γ fixes a
point in 𝑅. Then Γ is a bounded subgroup of 𝐺 (𝐾) by Lemma 5.2.2, which contradicts with our
assumption. Hence 𝑅 is unbounded.

Consider the compactification Δ(𝐺) of the building Δ(𝐺) by adding points at infinity. A point
at infinity in Δ(𝐺) is the equivalent class of geodesic rays in Δ(𝐺) (see [AB08, §11.8.1]). Write
𝜕Δ(𝐺) := Δ(𝐺) − Δ(𝐺). Note that the action of 𝐺 (𝐾) on Δ(𝐺) induces a natural action on
Δ(𝐺). Let 𝑅 = Δ(𝐺)Υ be the set of fixed points of Υ in the compactification Δ(𝐺). Then 𝑅 is
closed convex. If 𝑅 ∩ 𝜕Δ(𝐺) is empty, then 𝜕Δ(𝐺) is covered by some cones (in finite number by
compactness of 𝜕Δ(𝐺)) not intersecting 𝑅. These cones define the topology on Δ(𝐺) (the cone
topology). Let O be an origin in Δ(𝐺), such a cone is the set 𝐶 (𝑦, 𝜖) of all 𝜉 in Δ(𝐺) such that the
line segment (or geodesic ray) [𝑂, 𝜉] contains a point 𝑥 at distance less than 𝜖 from a fixed point
𝑦 ∈ Δ(𝐺). To get a basis of the topology, one has also to consider open balls in Δ as bounded
cones. So if 𝑅 ∩ 𝜕Δ(𝐺) is empty, 𝜕Δ(𝐺) is in the finite union of some cones 𝐶 (𝑦, 1/𝑛) with
𝑑 (𝑂, 𝑦) = 𝑛 for some (great) 𝑛, and these cones do not intersect 𝑅. Therefore 𝑅 = 𝑅 is in the ball
𝐵(𝑂, 𝑛). This contradicts with the unboundness of 𝑅. Hence 𝑅 ∩ 𝜕Δ(𝐺) ≠ ∅. In other words, Υ
fixes a point at infinity. Υ is thus contained in 𝑃(𝐾) where 𝑃 ⊂ 𝐺 is a proper parabolic subgroup
of 𝐺. Write 𝐻 ⊂ 𝐺 to be the Zariski closure of Υ in 𝐺. Then 𝐻 ⊊ 𝐺. Since Υ ⊳ Γ and Γ is Zariski
dense in 𝐺, it follows that 𝐻 is a normal subgroup of 𝐺. Since 𝐺 is assumed to be almost simple,
we conclude that 𝐻, hence Υ is finite. This proves the lemma. □

Remark 5.2.4. — It is worth acknowledging that Lemma 5.2.3 presented here was inspired by a
discussion between the second author and Brunebarbe at a non-abelian Hodge Theory conference
held in Saint-Jacut, France in June 2022. After the second author sent the proof of Lemma 5.2.3
to Brunebarbe, he informed the second author that his proof is similar to ours, which was later
published in [Bru22]. We are grateful for this fruitful discussion and the contributions made by
Brunebarbe to this area.

5.3. Harmonic mappings

The construction of 𝑠𝜚 : 𝑋 → 𝑆𝜚 in Theorem H will be based on an existence theorem for
harmonic mapping into Bruhat–Tits buildings. We refer to [BDDM22] for a precise definition of
harmonic mapping with values in a Euclidean building.
Theorem 5.3.1 ( [BDDM22, Theorem 2.1]). — Let 𝑋 be a quasi-projective manifold. Let 𝐺 be
a semi-simple group defined over a non-archimedean local field 𝐾 . Let 𝜚 : 𝜋1(𝑋) → 𝐺 (𝐾) be a
Zariski dense representation. Then there exists a 𝜚-equivariant harmonic mapping 𝑢 : 𝑋 → Δ(𝐺),
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which is locally Lipschitz and pluriharmonic. Moreover, its energy has at most logarithmic growth
at infinity.

With this notation, recall that 𝑥 ∈ 𝑋 is called a regular point of 𝑢 if it admits an open
neighborhood 𝑈 such that 𝑢(𝑈) ⊂ 𝐴 for some appartment 𝐴. We say that a point 𝑥 ∈ 𝑋 is
regular if some (equivalently, any) of its preimages in 𝑋 is regular. The regular points of 𝑢 in 𝑋
form a non-empty open subset 𝑋◦; denote by S(𝑢) its complementary. By the deep theorem of
Gromov-Schoen, S(𝑢) has small Hausdorff dimension.
Theorem 5.3.2 ( [GS92, Theorem 6.4]). — S(𝑢) is a closed subset of 𝑋◦ with Hausdorff dimen-
sion at most 2 dimC 𝑋 − 2. □

5.4. Proof of Theorem H

Theorem 5.4.1 (=Theorem H). — Let 𝑋 be a complex quasi-projective normal variety, and let
𝐺 be a reductive algebraic group defined over a non-archimedean local field 𝐾 . Let 𝜚 : 𝜋1(𝑋) →
𝐺 (𝐾) be a Zariski-dense representation. Then there exist a quasi-projective normal variety 𝑆𝜚
and a dominant morphism 𝑠𝜚 : 𝑋 → 𝑆𝜚 with connected general fibers, such that for any connected
Zariski closed subset 𝑇 of 𝑋 , the following properties are equivalent:

(a) the image 𝜌(Im[𝜋1(𝑇) → 𝜋1(𝑋)]) is a bounded subgroup of 𝐺 (𝐾).
(b) For every irreducible component𝑇𝑜 of𝑇 , the image 𝜌(Im[𝜋1(𝑇norm

𝑜 ) → 𝜋1(𝑋)]) is a bounded
subgroup of 𝐺 (𝐾).

(c) The image 𝑠𝜚 (𝑇) is a point.
We divide its proof into 8 steps. Throughout Steps 1-7, we assume that 𝑋 is smooth, and in

Step 8, we address the case when 𝑋 is singular. Steps 1-5 are dedicated to the situation where
𝐺 is semisimple, while in Steps 6-7, we establish the theorem for reductive 𝐺. Steps 5-8 are
independent of the other part of the paper and the readers may skip them. It is worth highlighting
that Theorem 5.4.1 will play a crucial role as a cornerstone in the paper [DYK23] by the second
and third authors on the Shafarevich conjecture for reductive representations over quasi-projective
varieties.
Proof. — Step 1. Construction of logarithmic symmetric forms on 𝑋 . A large part of arguments in
this step is detailed in [BDDM22, Section 3], so we will give the necessary details, and refer to loc.
cit. for more details. In the following, by a multiset, we mean a pair (𝑆, 𝑚) where 𝑆 is the underlying
set and 𝑚 : 𝑆 → Z≥0 is a function, giving the multiplicity, that is, the number of occurrences,
of the element 𝑠 ∈ 𝑆 in the multiset as the number 𝑚(𝑠). We simply write {𝑠1, 𝑠2, . . . , 𝑠𝑘} for a
multiset so that each 𝑠𝑖 apears 𝑚(𝑠𝑖)-times in this description.

We start with the following definition.
Definition 5.4.2 (Multivalued section). — Let 𝑋 be a complex manifold, and let 𝐸 be a holomor-
phic vector bundle on 𝑋 . A multivalued holomorphic section of 𝐸 on 𝑋 consists of the following
data:

— an open covering {𝑈𝑖}𝑖∈𝐼 of 𝑋 ,
— multisets {𝜔𝑖1, . . . , 𝜔𝑖𝑚} of holomorphic sections in 𝐻0(𝑈𝑖 , 𝐸 |𝑈𝑖

)
satisfying that if𝑈𝑖 ∩𝑈 𝑗 ≠ ∅, then

{𝜔𝑖1 |𝑈𝑖∩𝑈 𝑗
, . . . , 𝜔𝑖𝑚 |𝑈𝑖∩𝑈 𝑗

} = {𝜔 𝑗1 |𝑈𝑖∩𝑈 𝑗
, . . . , 𝜔 𝑗𝑚 |𝑈𝑖∩𝑈 𝑗

}
counting multiplicities. We shall abusively write {𝜔1, . . . , 𝜔𝑚} to denote a multivalued holomor-
phic section on 𝑋 .
Claim 5.4.3. — Assume that {𝜔1, . . . , 𝜔𝑚} and {𝜂1, . . . , 𝜂𝑚} are two multivalued holomorphic
sections of a holomorphic vector bundle 𝐸 on a connected complex manifold 𝑋 . If there is an open
set𝑈 ⊂ 𝑋 over which they coincide. Then {𝜔1, . . . , 𝜔𝑚} coincides with {𝜂1, . . . , 𝜂𝑚} globally.
Proof of Claim 5.4.3. — Denote by 𝑞 : 𝐸 → 𝑋 be projective map. Let 𝜆 ∈ 𝐻0(𝐸, 𝑞∗𝐸) be the
Liouville section defined by 𝜆(𝑒) = 𝑒 for any 𝑒 ∈ 𝐸 . Consider the section

𝑃(𝜆) :=
𝑚∏
𝑖=1

(𝜆 − 𝑞∗𝜔𝑖) ∈ 𝐻0(𝐸, 𝑞∗Sym𝑚𝐸)
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which is globally defined. Then the zero scheme (counting multiplicities) 𝑍 of 𝑃(𝜆) is the graph
(counting multiplicities) of {𝜔1, . . . , 𝜔𝑚}. It is an analytic subscheme of the complex manifold 𝐸 .
Similarly, we consider the zero scheme 𝑍 ′ of the section

𝑃′(𝜆) :=
𝑚∏
𝑖=1

(𝜆 − 𝑞∗𝜂𝑖) ∈ 𝐻0(𝐸, 𝑞∗Sym𝑚𝐸)

which is the graph of {𝜂1, . . . , 𝜂𝑚}. By our assumption, 𝑃(𝜆) = 𝑃(𝜆′) over the open set 𝑞−1(𝑈).
Since 𝐸 is connected, 𝑃(𝜆) = 𝑃(𝜆′) over the whole 𝐸 . Hence 𝑍 and 𝑍 ′ coincide, which implies
our claim. □

If we denote by 𝑟 the 𝐾-rank of 𝐺, the appartments of Δ(𝐺) are all isometric to R𝑟 ; let 𝐴 be
one of these apartments. Let 𝜋 : 𝑋 → 𝑋 be the universal covering map.

Let 𝑢 : 𝑋 → Δ(𝐺) be the harmonic map provided by Theorem 5.3.1. For any regular point
𝑥 ∈ 𝑋 of 𝑢, there exists an open simply-connected neighborhood𝑈 of 𝑥 so that

— the inverse image 𝜋−1(𝑈) = ∐
𝑖∈𝐼 Ω𝑖 is a union of disjoint open sets in 𝑋 , each of which is

mapped homeomorphically onto𝑈 by 𝜋.
— For any 𝑖 ∈ 𝐼, there is an apartment 𝐴𝑖 of Δ(𝐺) such that 𝑢(Ω𝑖) ⊂ 𝐴𝑖 . Let 𝑔𝑖 ∈ 𝐺 be such

that 𝑔𝑖 · 𝐴 = 𝐴𝑖 , and denote 𝑢𝑖 := 𝑔𝑖 ◦ 𝑢 ◦ (𝜋 |Ω𝑖
)−1 : 𝑈 → 𝐴.

By the canonical isomorphism between the affine Weyl group 𝑊aff and the stabilizer of 𝐴, one
sees that two applications 𝑢𝑖 and 𝑢 𝑗 differ by post-composition with an element of 𝑊aff . Letting
{𝛼1, . . . , 𝛼𝑛} be the system of roots on 𝐴, this implies with (5.1.0.1) that the multiset

{𝑢∗𝑖 (𝑑𝛼1) (1,0)C
, . . . , 𝑢∗𝑖 (𝑑𝛼𝑛)

(1,0)
C

}
is independent of 𝑖.

Since 𝑢 is pluriharmonic, this gives a multivalued holomorphic one forms {𝜔1, . . . , 𝜔𝑛} on the
open set 𝑋◦ := 𝑋 − S(𝑢). Let {𝑈𝑖}𝑖∈𝐼 be an open covering of 𝑋◦ such that {𝜔𝑖1, . . . , 𝜔𝑖𝑛} ⊂
Γ(𝑈𝑖 ,Ω𝑈𝑖

) is the realization of {𝜔1, . . . , 𝜔𝑛} over 𝑈𝑖 . Note that it might happens that 𝜔𝑖 𝑗 = 𝜔𝑖ℓ
for 𝑗 ≠ ℓ.

Recall that 𝑋\𝑋◦ is of Hausdorff codimension at least two by Theorem 5.3.2. Hence 𝑋◦ is
connected. We take the underlying set of the multiset {𝜔𝑖1, . . . , 𝜔𝑖𝑛} by ignoring multiplicities.
Namely, we reorder the holomorphic one forms {𝜔𝑖1, . . . , 𝜔𝑖𝑛} on each 𝑈𝑖 such that there exists
an integer 𝑚 with 0 ≤ 𝑚 ≤ 𝑛 and over any open set𝑈𝑖 of the covering {𝑈𝑖}𝑖∈𝐼 one has

— for any 𝑗 , ℓ ∈ {1, . . . , 𝑚} with 𝑗 ≠ ℓ, one has 𝜔𝑖 𝑗 ≠ 𝜔𝑖ℓ .
— For every 𝑚 < ℓ ≤ 𝑛, there exists 𝑗 ∈ {1, . . . , 𝑚} such that 𝜔𝑖 𝑗 = 𝜔𝑖ℓ .

We note that the sets of holomorphic sections {𝜔𝑖1, . . . , 𝜔𝑖𝑚}𝑖∈𝐼 generate a multivalued holomor-
phic one form on 𝑋◦, denoted by {𝜔1, . . . , 𝜔𝑚}.

Let 𝑇 be a formal variable. Then one can form the product
𝑚∏
𝑘=1

(
𝑇 − 𝜔𝑘

)
=: 𝑇𝑚 + 𝜎1𝑇

𝑚−1 + · · · + 𝜎𝑚(5.4.0.1)

where the coefficients 𝜎𝑘 are elements of the spaces 𝐻0(𝑋◦, Sym𝑘Ω𝑋◦). It is proved in [BDDM22,
Proposition 3.2] that 𝜎𝑘 extends to a logarithmic symmetric form 𝐻0(𝑋, Sym𝑘Ω

𝑋
(log𝐷)), which

is still be denoted by 𝜎𝑘 .

Step 2. Construct an intermediate Galois covering of 𝑋 . Denote by 𝑝 : Ω
𝑋
(log𝐷) → 𝑋 the

projection map. Let 𝜆 ∈ 𝐻0(Ω
𝑋
(log𝐷), 𝑝∗Ω

𝑋
(log𝐷)) be the Liouville section on Ω

𝑋
(log𝐷).

For the section

𝑃(𝜆) := 𝜆𝑚 + 𝑝∗𝜎1𝜆
𝑚−1 + · · · + 𝑝∗𝜎𝑚 ∈ 𝐻0(Ω

𝑋
(log𝐷), 𝑝∗Ω

𝑋
(log𝐷)),

let 𝑍 be an irreducible component of the zero locus (𝑃(𝜆) = 0) in Ω
𝑋
(log𝐷) which dominates

𝑋 under 𝑝. Then 𝑝 |
𝑍

: 𝑍 → 𝑋 is a finite (affine) surjective morphism. Hence 𝑍 is a projective
variety. Since 𝑋\𝑋◦ is of Hausdorff codimension at least two by Theorem 5.3.2, it follows that 𝑋◦

is connected. Then 𝑍 gives rise to a multivalued section {𝜑1, . . . , 𝜑𝑘} of Ω𝑋◦ on 𝑋◦ such that
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— {𝜑1, . . . , 𝜑𝑘} ⊂ {𝜔1, . . . , 𝜔𝑚}.
— 𝑍◦ := 𝑝−1(𝑋◦) is the graph of {𝜑1, . . . , 𝜑𝑘}.

Set

𝑄(𝜆) =
𝑘∏
𝑗=1

(𝜆 − 𝑝∗𝜑𝑖) =: 𝜆𝑘 + 𝛿1𝜆
𝑘−1 + · · · + 𝛿𝑘(5.4.0.2)

with 𝛿𝑖 ∈ 𝐻0(𝑋◦, Sym𝑖Ω𝑋◦). By [BDDM22, Proposition 3.2] again, 𝛿𝑖 extends to logarithmic
forms in (𝑋, 𝐷). Therefore, the zero locus of 𝑄(𝜆) contains 𝑍 and coincides with 𝑍 over
𝑍◦ := 𝑝−1(𝑋◦). In Claim 5.4.7 we will prove that the zero locus (𝑄(𝜆) = 0) = 𝑍 .

Let 𝑞 : 𝑊 → 𝑍 be the normalization of 𝑍 in the Galois closure of the extension C(𝑍)/C(𝑋).
Denote by 𝐻 = Aut(𝑊/𝑋). Then 𝑋 = 𝑊/𝐻. Write𝑊◦ := 𝑞−1(𝑍◦), 𝜛 := 𝜆 |𝑍◦ , and 𝜋 := 𝑝 |

𝑍
◦ 𝑞.

Claim 5.4.4. — There are 𝑔1, . . . , 𝑔𝑘 ∈ 𝐻 so that
{(𝑞 ◦ 𝑔1)∗𝜛, . . . , (𝑞 ◦ 𝑔𝑘)∗𝜛} = {𝜋∗𝜑1, . . . , 𝜋

∗𝜑𝑘}.
Moreover, for every 𝑔 ∈ 𝐻, one has

(𝑞 ◦ 𝑔)∗𝜛 ∈ {𝜋∗𝜑1, . . . , 𝜋
∗𝜑𝑘}.

Proof of Claim 5.4.4. — Set 𝑍 := 𝑍 ∩ Ω𝑋. Let us denote by 𝑋 ′ ⊂ 𝑋 the Zariski open set over
which 𝑍 → 𝑋 is étale. Set 𝑋◦

◦ := 𝑋 ′ ∩ 𝑋◦. It follows from § 1.3 that 𝑊 → 𝑋 is étale over 𝑋◦
◦ .

Pick any point 𝑥 ∈ 𝑋◦
◦ . We can take a connected analytic open set𝑈 ⊂ 𝑋◦

◦ containing 𝑥 such that
— 𝑝−1(𝑈) =

∐𝑘
𝑗=1𝑈 𝑗 , where 𝑈 𝑗 is the graph of some 𝜑 𝑗 ∈ Γ(𝑈,Ω𝑈) with 𝑝 |𝑈 𝑗

: 𝑈 𝑗 → 𝑈

isomorphic;
— 𝑞−1(𝑈 𝑗) =

∐𝑀
𝛼=1𝑈 𝑗 𝛼 with 𝑞 |𝑈 𝑗𝛼

: 𝑈 𝑗 𝛼 → 𝑈 𝑗 isomorphic;
— for any𝑈𝑖𝛼 and𝑈 𝑗𝛽 , there is 𝑔 ∈ 𝐻 so that 𝑔 |𝑈𝑖𝛼

: 𝑈𝑖𝛼 → 𝑈 𝑗𝛽 is an isomorphism;
— for any 𝑔 ∈ 𝐻 and any𝑈𝑖𝛼, 𝑔(𝑈𝑖𝛼) = 𝑈 𝑗𝛽 for some𝑈 𝑗𝛽 .

Since 𝑋 ′\𝑋◦ is of Hausdorff codimension at least two by Theorem 5.3.2, it follows that 𝑊◦ is
connected. Fix some𝑈𝑖𝛼 and by Claim 5.4.3 it suffices to prove the claim over it. Pick any 𝑔 ∈ 𝐻.
Then 𝑔(𝑈𝑖𝛼) = 𝑈 𝑗𝛽 for some𝑈 𝑗𝛽 . Note that the isomorphism 𝑔 : 𝑈𝑖𝛼 → 𝑈 𝑗𝛽 factors through

𝑈𝑖𝛼
𝑞 |𝑈𝑖𝛼−→ 𝑈𝑖

𝑝 |𝑈𝑖−→ 𝑈
(𝑝 |𝑈𝑗

)−1

−→ 𝑈 𝑗

(𝑞 |𝑈𝑗𝛽
)−1

−→ 𝑈 𝑗𝛽 .

By our construction, 𝜛 |𝑈 𝑗
= 𝜆 |𝑈 𝑗

= 𝑝∗𝜑 𝑗 |𝑈 𝑗
. Hence

(
(𝑞 ◦ 𝑔)∗𝜆

)
|𝑈𝑖𝛼

= 𝜋∗𝜑 𝑗 |𝑈𝑖𝛼
. This proves the

second statement.
Pick any 𝑗 ∈ {1, . . . , 𝑘}. By the above construction, there exist some 𝑔 𝑗 ∈ 𝐻 and𝑈 𝑗𝛽 such that

𝑔 𝑗 |𝑈𝑖𝛼
: 𝑈𝑖𝛼 → 𝑈 𝑗𝛽 is an isomorphism. By the above argument,

(
(𝑞 ◦ 𝑔 𝑗)∗𝜛

)
|𝑈𝑖𝛼

= 𝜋∗𝜑 𝑗 |𝑈𝑖𝛼
.

This proves the first statement. □

By the above claim, the multivalued section {𝜋∗𝜑1, . . . , 𝜋
∗𝜑𝑘} coincides with the set of global

sections in𝑊◦ defined by
{𝜂◦1, . . . , 𝜂

◦
𝑘} := {(𝑞 ◦ 𝑔1)∗𝜛, . . . , (𝑞 ◦ 𝑔𝑘)∗𝜛} ⊂ 𝐻0(𝑊◦, 𝜋∗Ω𝑊◦).

Moreover, any 𝑔 ∈ 𝐻 acts on {𝜂◦1, . . . , 𝜂
◦
𝑘
} as a permutation.

Claim 5.4.5. — {𝜂◦1, . . . , 𝜂
◦
𝑘
} extends to global sections {𝜂1, . . . , 𝜂𝑘} ⊂ 𝐻0(𝑊, 𝜋∗Ω

𝑋
(log𝐷)).

For any 𝑔 ∈ 𝐻, 𝑔 acts on {𝜂1, . . . , 𝜂𝑘} as a permutation.
Proof of Claim 5.4.5. — For any open set 𝑈 ⊂ 𝑊 and any holomorphic section 𝑠 ∈
Γ(𝑈, 𝜋∗𝑇

𝑋
(− log𝐷) |𝑈). Write𝑈◦ := 𝑈∩𝑊◦. It suffices to prove that 𝜂◦

𝑖
(𝑠) ∈ Γ(𝑈◦,O𝑈◦) extends

to a holomorphic function in𝑈. By Claim 5.4.4, one has
𝑘∏
𝑖=1

(𝑇 − 𝜂◦𝑖 ) = (𝑇 𝑘 + 𝜋∗𝛿1𝑇
𝑘−1 + · · · + 𝜋∗𝛿𝑘) |𝑈◦

which implies that
𝑘∏
𝑖=1

(𝑇 − 𝜂◦𝑖 (𝑠)) =
(
𝑇 𝑘 + 𝜋∗𝛿1(𝑠)𝑇 𝑘−1 + · · · + 𝜋∗𝛿𝑘 (𝑠)) |𝑈◦ ,
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Recall that 𝛿𝑖 ∈ 𝐻0(𝑋, Sym𝑖Ω
𝑋
(log𝐷)). It follows that the 𝜋∗𝜎𝑖 (𝑠) are holomorphic functions on

O(𝑈). After shrinking𝑈, we may assume that 𝑀 := 2 max𝑚
𝑘=1 sup𝐾 |𝜋∗𝜎𝑘 (𝑠) |

1
𝑘 is finite. Then by

the classical inequalities between the norms of roots and coefficients of a polynomial, one has

|𝜂◦𝑖 (𝑠) | (𝑧) ≤ 𝑀

for all 𝑧 ∈ 𝑈◦. Recall that 𝑊\𝑊◦ is a closed subset of Hausdorff codimension at least two. By
the removable singularity of Shiffman [Shi68, Lemma 3.2.(ii)], 𝜂◦

𝑖
(𝑠) |𝑈◦ extends to holomorphic

functions on𝑈. The first statement is proved.
For any 𝑔 ∈ 𝐻 and 𝜂𝑖 , it follows that 𝑔∗𝜂𝑖 ∈ 𝐻0(𝑊, 𝜋∗Ω

𝑋
(log𝐷)). By Claim 5.4.4, 𝑔∗𝜂◦

𝑖
= 𝜂◦

𝑗

for some 𝑗 ∈ {1, . . . , 𝑚}. By the continuity, 𝑔∗𝜂𝑖 = 𝜂 𝑗 . The second statement is proved. □

Claim 5.4.6. — The Galois morphism 𝜋 : 𝑊 → 𝑋 is étale outside

{𝑧 ∈ 𝑊 | ∃𝜂𝑖 ≠ 𝜂 𝑗 with (𝜂𝑖 − 𝜂 𝑗) (𝑧) = 0}.

Proof of Claim 5.4.6. — For the Galois morphism 𝜋 : 𝑊 → 𝑋 , we denote by 𝜈 : 𝜋∗Ω
𝑋
(log𝐷) →

𝑊 the natural morphism.
Consider the graph variety Ξ ⊂ 𝜋∗Ω

𝑋
(log𝐷) defined by sections 𝜂1, . . . , 𝜂𝑘 . Let 𝜆′ ∈

𝐻0(𝜋∗Ω
𝑋
(log𝐷), 𝜈∗𝜋∗Ω

𝑋
(log𝐷)) be the Liouville section. Consider the section

𝑄′(𝜆′) := 𝜆′𝑘 + 𝜈∗𝜋∗𝛿1𝜆
′𝑘−1 + · · · + 𝜈∗𝜋∗𝛿𝑘 ∈ 𝐻0(𝜋∗Ω

𝑋
(log𝐷), 𝜈∗𝜋∗SymΩ

𝑋
(log𝐷))

defined on the total space 𝜋∗Ω
𝑋
(log𝐷) → 𝑊 where 𝛿𝑖 ∈ 𝐻0(𝑋, Sym𝑖Ω

𝑋
(log𝐷)) are defined in

(5.4.0.2). Since 𝜂𝑖 ≠ 𝜂 𝑗 for 𝑖 ≠ 𝑗 , it follows that the zero scheme of 𝑄′(𝜆′) is reduced which is
nothing but Ξ. By this construction, 𝜈 |Ξ : Ξ → 𝑊 is a finite morphism and étale outside

R := {𝑧 ∈ 𝑊 | ∃𝜂𝑖 ≠ 𝜂 𝑗 with (𝜂𝑖 − 𝜂 𝑗) (𝑧) = 0}.

Since any 𝑔 ∈ 𝐻 acts on {𝜂1, . . . , 𝜂𝑘} as a permutation, one obtains 𝜋−1𝜋(R) = R.
Consider the zero scheme Σ of the section

𝑄(𝜆) := 𝜆𝑘 + 𝑝∗𝜎1𝜆
𝑘−1 + · · · + 𝑝∗𝜎𝑘 ∈ 𝐻0(Ω

𝑋
(log𝐷), 𝑝∗Sym𝑚Ω

𝑋
(log𝐷))

defined on the total space 𝑝 : Ω
𝑋
(log𝐷) → 𝑋 , where 𝜆 be the Liouville 1-form on Ω

𝑋
(log𝐷).

By this construction, one can see that

Ξ = 𝑊 ×
𝑋
Σ Σ

𝑊 𝑋

𝜈 |Ξ 𝑝 |Σ

𝜋

Since each irreducible component of Ξ is the graph of some 𝜂𝑖 , it is isomorphic to 𝑊 . It follows
that any irreducible component of Σ is dominant over Ξ under 𝑝 |Σ. However, 𝑍 is an irreducible
component of Σred which coincide over 𝑋◦. This implies that Σred = 𝑍 . Recall that 𝜈 |Ξ : Ξ → 𝑊 is
étale outside R, and R = 𝜋−1(𝜋(R)). By [Sta22, Tag 0475], 𝑝 |Σ is unramified over (𝑝 |Σ)−1(𝑋\R),
which is moreover étale by [Sta22, Tag 0GS7]. By § 1.3, we conclude that 𝜋 : 𝑊 → 𝑋 is a finite
étale morphism outside R. □

From the above proof we obtain the following result.
Claim 5.4.7. — The zero locus of 𝑄(𝜆) is 𝑍 . □
Step 3. Construct the spectral covering associated to the harmonic mapping. In this step we will
construct a finite Galois cover 𝜋 : 𝑋sp → 𝑋 from a connected quasi-projective normal variety
𝑋sp such that multivalued holomorphic section {𝜋∗𝜔1, . . . , 𝜋

∗𝜔𝑚} over 𝜋−1(𝑋◦) becomes single
valued.

Consider the zero locus of 𝑃(𝜆). Let 𝑍1, . . . , 𝑍𝑁 be its irreducible components which dominate
𝑋 under 𝑝 : Ω

𝑋
(log𝐷) → 𝑋 . Write 𝑍◦

𝑖
:= (𝑝 |

𝑍 𝑖
)−1(𝑋◦). They generate 𝑁 multivalued sections

{𝜔𝑖1, . . . , 𝜔𝑖𝑘𝑖 }𝑖=1,...,𝑁 of Ω𝑋◦ over 𝑋◦ such that

https://stacks.math.columbia.edu/tag/0475
https://stacks.math.columbia.edu/tag/0GS7
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—

{𝜔1, . . . , 𝜔𝑚} =
𝑁∐
𝑖=1

{𝜔𝑖1, . . . , 𝜔𝑖𝑘𝑖 }(5.4.0.3)

— 𝑍◦
𝑖

is the graph of {𝜔𝑖1, . . . , 𝜔𝑖𝑘𝑖 }
Set

𝑃𝑖 (𝜆) =
𝑘𝑖∏
𝑗=1

(𝜆 − 𝑝∗𝜔𝑖 𝑗) =: 𝜆𝑘𝑖 + 𝑝∗𝜎𝑖1𝜆𝑘𝑖−1 + · · · + 𝑝∗𝜎𝑖𝑘𝑖

with 𝜎𝑖 𝑗 ∈ 𝐻0(𝑋◦, Sym 𝑗Ω𝑋◦). Then 𝑃(𝜆) =
∏𝑁
𝑖=1 𝑃𝑖 (𝜆) and 𝜎𝑖 𝑗 extends to logarithmic forms

𝐻0(𝑋, Sym 𝑗Ω
𝑋
(log𝐷)). By Claim 5.4.7 the zero locus of 𝑃𝑖 (𝜆) is 𝑍 𝑖 . Therefore, the zero locus

of 𝑃(𝜆) is ∪𝑁
𝑖=1𝑍 𝑖 . Let 𝑞𝑖 : 𝑊 𝑖 → 𝑍 𝑖 be the Galois closure of the finite morphism 𝑝𝑖 : 𝑍 𝑖 → 𝑋 .

Then the natural morphism 𝜋𝑖 : 𝑊 𝑖 → 𝑋 is a Galois cover with the Galois group 𝐻𝑖 .
Consider the normalization 𝑊 of 𝑊1 ×

𝑋
× · · · ×

𝑋
𝑊𝑁 , which might be not connected. The

induces morphism𝑊 → 𝑋 is thus also a Galois morphism with Galois group 𝐺 := 𝐻1 × · · · ×𝐻𝑁 .
Therefore,𝑊 is a disjoint union of isomorphic projective normal varieties. We pick one connected
component, denoted by 𝑋sp. Define a subgroup

𝐺 := {𝑔 ∈ 𝐺 | 𝑔(𝑋sp) = 𝑋sp}.

Then 𝜋 : 𝑋sp → 𝑋 is also a Galois morphism with the Galois group 𝐺. Denote by 𝑟𝑖 : 𝑋sp → 𝑊𝑖
the natural map, which is a finite surjective morphism.
Definition 5.4.8 (Spectral cover). — Write 𝑋sp := 𝜋−1(𝑋). The Galois morphism 𝑋sp → 𝑋 is
called the spectral cover of 𝑋 with respect to the multivalued one forms {𝜔1, . . . , 𝜔𝑚} defined on
𝑋◦.

By Claims 5.4.4 and 5.4.5, there are global sections

{𝜂𝑖1, . . . , 𝜂𝑖𝑘𝑖 } ⊂ 𝐻0(𝑊𝑖 , 𝜋∗𝑖Ω𝑋 (log𝐷)).

such that it coincides with the multivalued section {𝜋∗
𝑖
𝜔𝑖1, . . . , 𝜋

∗
𝑖
𝜔𝑖𝑘𝑖 } over 𝜋−1

𝑖
(𝑋◦). By

Claim 5.4.6 we know that𝑊𝑖 → 𝑋 is étale outside

R𝑖 := {𝑧 ∈ 𝑊 𝑖 | ∃𝜂𝑖𝑘 ≠ 𝜂𝑖ℓ with (𝜂𝑖𝑘 − 𝜂𝑖ℓ) (𝑧) = 0}.(5.4.0.4)

Denote by

{𝜂1, . . . , 𝜂𝑚} :=
𝑁∐
𝑖=1

{𝑟∗𝑖 𝜂𝑖1, . . . , 𝑟∗𝑖 𝜂𝑖𝑘𝑖 } ⊂ 𝐻0(𝑋sp, 𝜋∗Ω
𝑋
(log𝐷))

By Claim 5.4.4 and (5.4.0.3), we obtain
Claim 5.4.9. — The multivalued section {𝜋∗𝜔1, . . . , 𝜋

∗𝜔𝑚} coincides with {𝜂1, . . . , 𝜂𝑚} ⊂
𝐻0(𝑋sp, 𝜋∗Ω

𝑋
(log𝐷)) over 𝜋−1(𝑋◦). Any 𝑔 ∈ 𝐺 = Aut(𝑋sp/𝑋) acts on {𝜂1, . . . , 𝜂𝑚} by a

permutation. □
Definition 5.4.10 (Spectral one forms). — These one forms {𝜂1, . . . , 𝜂𝑚} ⊂ 𝐻0(𝑋sp, 𝜋∗Ω

𝑋
(log𝐷))

will be called spectral one forms induced by the above 𝜚-equivariant harmonic mapping 𝑢.
Claim 5.4.6 enables us to describe the ramification of the spectral covering 𝑋sp → 𝑋 .

Claim 5.4.11. — The Galois morphism 𝜋 : 𝑋sp → 𝑋 is étale outside

𝑅 := {𝑧 ∈ 𝑋sp | ∃𝜂𝑖 ≠ 𝜂 𝑗 with (𝜂𝑖 − 𝜂 𝑗) (𝑧) = 0},

which satisfies 𝜋−1(𝜋(𝑅)) = 𝑅.
Proof of Claim 5.4.11. — We know that𝑊 𝑖 → 𝑋 is étale outside R𝑖 with R𝑖 defined in (5.4.0.4).
Therefore, 𝑋sp → 𝑋 is étale outside ∪𝑁

𝑖=1𝑟
−1
𝑖

(R𝑖). Note that ∪𝑁
𝑖=1𝑟

−1
𝑖

(R𝑖) ⊂ 𝑅. Hence 𝑋sp → 𝑋

is étale outside 𝑅. Since any 𝑔 ∈ 𝐺 = Aut(𝑋sp/𝑋) acts on {𝜂1, . . . , 𝜂𝑚} by a permutation by
Claim 5.4.9, it follows that 𝜋−1(𝜋(𝑅)) = 𝑅. □
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Step 4. Partial quasi-Albanese morphism via spectral one forms. Let 𝜇 : 𝑋sp → 𝑋sp be a 𝐺-
equivariant resolution of singularities such that 𝐸 := (𝜋 ◦ 𝜇)−1(𝐷) is a simple normal crossing
divisor. Write 𝑌 := (𝜋 ◦ 𝜇)−1(𝑋), which is a quasi-projective manifold. One has 𝑇1(𝑌 ) �
𝐻0(𝑋sp,Ω

𝑋̃sp (log 𝐸)). Let us denote by Ω1(𝑋sp) ⊂ 𝑇1(𝑌 ) the C-subspace of 𝑇1(𝑌 ) which vanishes
on each fiber of 𝜇 |𝑌 : 𝑌 → 𝑋sp. Since each 𝜂 ∈ 𝑇1(𝑌 ) can be seen as a linear form on 𝑇1(𝑌 )∗, we
may consider the largest semi-abelian subvariety 𝐴 of the quasi-Albanese variety A𝑌 of 𝑌 so that
all 𝜂 ∈ Ω1(𝑋sp) vanishes on 𝐴. Define A𝑋sp := A𝑌/𝐴. Since 𝜇 is 𝐺-equivariant, it follows that
Ω1(𝑋sp) is stable under the induced 𝐺-action on 𝑇1(𝑌 ). Therefore, for the natural 𝐺-action on A𝑌

induced by the 𝐺-action on 𝑌 , it gives rise to a 𝐺-action on A𝑋sp .
Claim 5.4.12. — The composition𝑌 → A𝑌 → A𝑋sp factors through 𝛼1 : 𝑋sp → A𝑋sp . Moreover,
𝛼1 is 𝐺-equivariant.
Proof of Claim 5.4.12. — Since 𝑋sp is normal, each fiber 𝐹 of𝑌 → 𝑋sp is connected. By definition
𝜂 |𝐹 = 0 for any 𝜂 ∈ Ω1(𝑋sp). It follows from Lemma 1.2.1 that 𝐹 is mapped to one point under
the morphism 𝑌 → A𝑋sp . Hence it factors through 𝑋sp → A𝑋sp . The second one is easy to show
since all our previous constructions are 𝐺-equivariant. □

By Claim 5.4.9, the spectral one forms {𝜂1, . . . , 𝜂𝑚} ⊂ Ω1(𝑋sp). Define 𝐴′ ⊂ A𝑌 to be the
largest semi-abelian variety contained in A𝑌 on which each 𝜂𝑖 vanishes. Hence 𝐴′ ⊃ 𝐴, which
implies that there is a morphism A𝑋sp → A𝑌/𝐴′. We denote by A := A𝑌/𝐴′ the quotient, which
is also a semi-abelian variety. Consider the morphism 𝑞 : 𝑌 → A which is the composition of the
quasi-Albanese morphism 𝛼𝑌 : 𝑌 → A𝑌 and the quotient map A𝑌 → A. By the above claim, it
follows that 𝑞 factors through 𝛼 : 𝑋sp → A.
Definition 5.4.13 (Partial quasi-Albanese morphism). — The above morphism 𝛼 : 𝑋sp → A is
called the partial quasi-Albanese morphism induced by the spectral one forms {𝜂1, . . . , 𝜂𝑚}.
Claim 5.4.14. — For every closed subvariety 𝐹 of 𝑋sp, 𝛼(𝐹) is a point if and only if 𝜂𝑖 |𝐹 is trivial
for each spectral one form 𝜂𝑖 .
Proof. — It suffices to apply Lemma 1.2.1 with 𝑋 replaced by 𝑌 , 𝑆 replaced by {𝜂1, . . . , 𝜂𝑚} and
𝐵 by 𝐴′. □

Since {𝜂1, . . . , 𝜂𝑚} is invariant under 𝐺, it follows that the 𝐺-action on A𝑌 gives rise to a
𝐺-action on A. Hence 𝛼 is 𝐺-equivariant. As 𝑋 = 𝑋sp/𝐺, this gives rise to a morphism
𝛽 : 𝑋 → A/𝐺 satisfying the following commutative diagram

𝑆𝜈∗ 𝜚

𝑌 𝑌 𝑋sp A

Δ(𝐺) 𝑋 𝑋 A/𝐺

𝑆𝜚

𝜈̃

𝑝𝑌 𝜇

𝜑

𝜈

𝛼

𝜋

𝑢 𝑝𝑋

𝛽

𝑠𝜚

Let 𝑠𝜚 : 𝑋 → 𝑆𝜚 be the quasi-Stein factorisation of 𝛽, and let 𝜈 : 𝑌 → 𝑋 be the composition
of 𝑌 → 𝑋sp and 𝑋sp → 𝑋 . Suppose 𝑋 is the universal covering of 𝑋 , and let 𝑌 be a connected
component of 𝑋 ×𝑋 𝑌 . Then, the induced map 𝜈̃ : 𝑌 → 𝑋 is proper and 𝑝𝑌 : 𝑌 → 𝑌 an unramified
covering. Let 𝜑 : 𝑌 → 𝑆𝜈∗ 𝜚 be the quasi-Stein factorization of 𝑞 : 𝑌 → A.

Step 5. Property of the reduction 𝑠𝜌 : 𝑋 → 𝑆𝜌.
Claim 5.4.15. — Let𝑇 be any connected Zariski closed subset of 𝑋 . Then the following properties
are equivalent.

(1) The image 𝑠𝜚 (𝑇) is a point in 𝑆𝜚 .
(2) The image 𝜌(Im[𝜋1(𝑇) → 𝜋1(𝑋)]) is a bounded subgroup of 𝐺 (𝐾).
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(3) For every irreducible component𝑇𝑜 of𝑇 , the image 𝜌(Im[𝜋1(𝑇norm
𝑜 ) → 𝜋1(𝑋)]) is a bounded

subgroup of 𝐺 (𝐾).
Proof. — For the representation 𝜈∗𝜚 : 𝜋1(𝑌 ) → 𝐺 (𝐾), it is known from [Eys04, DM21] that
that 𝑢 ◦ 𝜈̃ : 𝑌 → Δ(𝐺) is a 𝜈∗𝜚-equivariant harmonic mapping of logarithmic energy growth
(cf. [BDDM22] for the definition) which is pluriharmonic. By the definition of the singular set of
a harmonic mapping, we have S(𝑢 ◦ 𝜈̃) ⊂ 𝜈−1(S(𝑢)). According to Theorem 5.3.2, the Hausdorff
codimension of S(𝑢) is at least two. As 𝜈 : 𝑌 → 𝑋 is a surjective generically finite morphism, the
Hausdorff codimension of 𝜈̃−1(S(𝑢)) is also at least two. Let 𝐹 be any connected component of
an arbitrary fiber of 𝜑 : 𝑌 → 𝑆𝜈∗ 𝜚 . Let 𝐹 be any connected component of 𝑝−1

𝑌
(𝐹). We will prove

that the image 𝑢 ◦ 𝜈̃(𝐹) is a single point in Δ(𝐺).
Pick a general point 𝑥 on the smooth locus of 𝐹, and we take a relatively compact coordinate

system (𝑈; 𝑧1, . . . , 𝑧𝑛; 𝜙) centered at 𝑥 such that
— 𝜙 : 𝑈 → D𝑛 is a biholomorphic map;
— 𝜙(𝐹 ∩𝑈) = {0} × D𝑘 .

For every 𝑡 ∈ D𝑛−𝑘 , we denote by𝑈𝑡 := 𝜙−1({𝑡} × D𝑘) and ℎ𝑡 := 𝑢 ◦ 𝜈̃ |𝑈𝑡
. Then ℎ𝑡 : 𝑈𝑡 → Δ(𝐺)

are harmonic mappings for every 𝑡 ∈ D𝑛−𝑘 . Since the Hausdorff dimension 𝜈̃−1(S(𝑢)) ∩𝑈 is at
most 2𝑛 − 2, by [Shi68, Collary 4.(i)] there is a dense set Ω ⊂ D𝑛−𝑘 such that for every 𝑡 ∈ Ω the
Hausdorff dimension of 𝑈𝑡 ∩ 𝜈̃−1(S(𝑢)) is at most 2𝑘 − 2. In particular, 𝑈◦

𝑡 := 𝑈𝑡\𝜈̃−1(S(𝑢)) is
an open dense set of𝑈𝑡 . For 𝑡 ∈ Ω, {𝑝∗

𝑌
𝜂𝑚 |𝑈◦

𝑡
, . . . , 𝑝∗

𝑌
𝜂1 |𝑈◦

𝑡
, } correspond to complex differentials

of ℎ𝑡 , and thus there are positive constants 𝜀 and 𝐶 such that the energy of ℎ𝑡

𝐶 · 𝐸ℎ𝑡 ≥
∫
𝑈𝑡

𝑚∑︁
𝑗=1

√
−1𝑝∗𝑌𝜂 𝑗 |𝑈◦

𝑡
∧ 𝑝∗𝑌𝜂 𝑗 |𝑈◦

𝑡
∧ 𝜔𝑘−1 ≥ 𝐶−1 · 𝐸ℎ𝑡(5.4.0.5)

for every 𝑡 ∈ D𝑛−𝑘𝜀 ∩ Ω. Here 𝜔 is some Kähler metric on 𝑌 , and D𝜀 denotes the disk of radius
𝜀. On the other hand, since 𝑢 ◦ 𝜈̃ is Lipschitz on the boundary 𝜙−1(D𝑛−𝑘 × 𝜕 (D𝑘)), it can be
shown using [BDDM22, Lemma 2.19] that 𝑡 ↦→ 𝐸ℎ𝑡 is a continuous function. Furthermore, since∫
𝑈𝑡

∑𝑚
𝑗=1

√
−1𝑝∗

𝑌
𝜂 𝑗 |𝑈◦

𝑡
∧ 𝑝∗

𝑌
𝜂 𝑗 |𝑈◦

𝑡
∧𝜔𝑘−1 is also a continuous function with respect to 𝑡, it follows

that (5.4.0.6) holds for any 𝑡 ∈ D𝑛−𝑘𝜀 . Since 𝐹 is a fiber of 𝜑 : 𝑌 → 𝑆𝜈∗ 𝜚 , by Claim 5.4.14, it follows
that 𝜂𝑖 |𝐹 ≡ 0 for 𝑖 = 1, . . . , 𝑚. Consequently, we have 𝑝∗

𝑌
𝜂𝑖 |𝑈0 for each 𝑖, which implies 𝐸ℎ0 = 0

by (5.4.0.5). As 𝑥 is a general point on 𝐹, it follows that the energy density of 𝑢 ◦ 𝜈̃ |
𝐹

: 𝐹 → Δ(𝐺)
is zero almost everywhere on 𝐹. Thus, the energy of 𝑢 ◦ 𝜈̃ |

𝐹
is zero. Therefore, 𝑢 ◦ 𝜈̃(𝐹) is a

point 𝑃 in the building Δ(𝐺). It is important to note that 𝐹 is a connected component of 𝑝−1
𝑌

(𝐹).
This observation implies that 𝜈∗𝜌(Im[𝜋1(𝐹) → 𝜋1(𝑌 )]) fixes the point 𝑃. By Lemma 5.2.2,
𝜈∗𝜌(Im[𝜋1(𝐹) → 𝜋1(𝑌 )]) is a bounded subgroup of 𝐺 (𝐾).

Let 𝑇 be any connected Zariski closed subset of 𝑋 . We claim that there exists a connected
Zariski closed subset 𝑊 of 𝜈−1(𝑇) that surjects onto 𝑇 . Moreover, if 𝑇 is irreducible, then 𝑊 can
be chosen to be irreducible.

Since 𝜋 : 𝑋sp → 𝑋 is a Galois covering, any connected component 𝑊1 of 𝜋−1(𝑇) is mapped
surjectively onto 𝑇 via 𝜋. Note that all fibers of 𝜇 : 𝑌 → 𝑋sp are connected because 𝑋sp is normal.
Therefore, 𝑊 := 𝜇−1(𝑊1) is a connected subset of 𝜈−1(𝑇) that maps surjectively onto 𝑇 via 𝜈.
When 𝑇 is irreducible, we just replace𝑊 by one of its irreducible component which surjects onto
𝑇 .

Let 𝑊 be a connected component of 𝑝−1
𝑌

(𝑊). By the above choice of 𝑊 , we know that 𝑊 is
a connected component of (𝑝𝑋 ◦ 𝜈̃)−1(𝑇). Then 𝜈̃(𝑊) is contained in a connected component 𝑇
of 𝑝−1

𝑋
(𝑇). Let {𝑊𝑖}𝑖∈𝐼 be the set of connected components of 𝑝−1

𝑌
(𝑊) which are contained in

𝜈̃−1(𝑇). Since 𝜈̃ is proper and surjective, we have
⋃
𝑖∈𝐼 𝜈̃(𝑊𝑖) = 𝑇 .

Proof of (1) ⇒ (2). If 𝑠𝜚 (𝑇) is a point, then 𝑊 is contained in some connected component 𝐹 of a
fiber of 𝜑. By the above result, it follows that 𝑢◦ 𝜈̃(𝑊𝑖) is a point for each 𝑖 ∈ 𝐼. Since𝑇 is connected
and

⋃
𝑖∈𝐼 𝜈̃(𝑊𝑖) = 𝑇 , it follows that 𝑢(𝑇) is a point 𝑃 in Δ(𝐺). As a result, 𝜚

(
Im[𝜋1(𝑇) → 𝜋1(𝑋)]

)
fixes 𝑃 and by Lemma 5.2.2 𝜚

(
Im[𝜋1(𝑇) → 𝜋1(𝑋)]

)
is bounded.
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Proof of (2) ⇒ (3). This obviously follows from Im[𝜋1(𝑇norm
𝑜 ) → 𝜋1(𝑋)] ⊂ Im[𝜋1(𝑇) → 𝜋1(𝑋)].

Proof of (3)⇒ (1). We first assume that𝑇 is irreducible. Then by the above argument there exists an
irreducible closed subvariety𝑊 ⊂ 𝑌 which maps surjectively onto 𝑇 via 𝜈. If 𝜚

(
Im[𝜋1(𝑇norm) →

𝜋1(𝑋)]
)

is bounded, then 𝜈∗𝜚
(
Im[𝜋1(𝑊norm) → 𝜋1(𝑌 )]

)
is also bounded. Let 𝑊 → 𝑊 be a

resolution of singularities and𝑊 be a connected component of𝑊 ×𝑌 𝑌 . We denote by 𝑝 : 𝑊 → 𝑌

and 𝑔 : 𝑊 → 𝑌 the induced maps.

𝑊 𝑌

𝑊 𝑌

𝑝

𝑝𝑌

𝑔

Note that𝑊 → 𝑊 is a Galois cover. We can deduce from [BDDM22] that 𝑢 ◦ 𝜈̃ ◦ 𝑝 is a (𝜈 ◦ 𝑔)∗𝜚-
equivariant harmonic mapping of logarithmic energy growth, where (𝜈 ◦ 𝑔)∗𝜚 : 𝜋1(𝑊) → 𝐺 (𝐾),
whose image is assumed to be bounded. Hence (𝜈 ◦ 𝑔)∗𝜚(𝜋1(𝑊)) fixes a point 𝑃 ∈ Δ(𝐺) by
Lemma 5.2.2. The constant map𝑊 → 𝑃 is also a (𝜈◦𝑔)∗𝜚-equivariant harmonic mapping. Though
harmonic mappings are not unique, their energy densities are unique by [BDDM22, Proposition
2.18] if they have logarithmic energy growth at infinity. It follows that the energy density of 𝑢◦ 𝜈̃◦ 𝑝
is zero and thus 𝑢 ◦ 𝜈̃ ◦ 𝑝(𝑊) is point in Δ(𝐺).

To show that 𝑠𝜚 (𝑇) is a point, it is equivalent to prove that 𝜑(𝑊) is a point. By Claim 5.4.14 it
suffices to prove that 𝜂𝑖 |𝑊 ≡ 0 for each 𝑖. Pick a general point 𝑥 on the smooth locus of 𝑊 , and
we take a relatively compact coordinate system (𝑈; 𝑧1, . . . , 𝑧𝑛) of 𝑌 containing 𝑥 such that𝑈 ≃ D𝑛
and𝑊 ∩𝑈 ≃ {0} ×D𝑘 under this trivialization. Let Ω be a connected component of 𝑝−1(𝑊 ∩𝑈),
which is isomorphic to D𝑘 . Denote by ℎ0 := 𝑢 ◦ 𝜈̃ ◦ 𝑝 |Ω. By employing the same argument as at
the beginning of the proof of the claim, there exists a positive constant 𝐶 such that the following
inequality holds:

𝐸ℎ0 ≥ 𝐶
∫
Ω

𝑚∑︁
𝑗=1

√
−1𝑝∗𝜂 𝑗 ∧ 𝑝∗𝜂 𝑗 ∧ 𝜔𝑘−1.(5.4.0.6)

Here 𝜔 is some Kähler metric on 𝑌 . Since 𝑢 ◦ 𝜈̃ ◦ 𝑝 : 𝑊 → Δ(𝐺) is constant, we have 𝐸ℎ0 = 0.
(5.4.0.6) implies that 𝑝∗𝜂 𝑗 |Ω ≡ 0. Since Ω is an analytic open set of 𝑊 , we can deduce that
𝜂𝑖 |𝑊 ≡ 0 for every 𝑖. Consequently, we can conclude that 𝜑(𝑊) is a point by Claim 5.4.14. This
proves that 𝑠𝜚 (𝑇) is a point. We prove that (3) =⇒ (1) when 𝑇 is irreducible.

Assume now 𝑇 is reducible. Let 𝑇1, . . . , 𝑇𝑘 be its irreducible components. By the assumption
that 𝜚(Im[𝜋1(𝑇norm

𝑖
) → 𝜋1(𝑋))]) is bounded for each 𝑖, it follows that 𝑠𝜚 (𝑇𝑖) is a point. Since 𝑇

is connected, it implies that 𝑠𝜚 (𝑇) is also a point. We prove that (3) =⇒ (1) completely. □

Step 6. Construction of 𝑠𝜚 when 𝐺 is an algebraic torus. Let 𝐺 be an algebraic torus over 𝐾 . Let
𝑎 : 𝑋 → A be the quasi-albanese morphism. Then 𝜚 : 𝜋1(𝑋) → 𝐺 (𝐾) factors 𝜋1(𝑋) → 𝜋1(A).
Let 𝜏 : 𝜋1(A) → 𝐺 (𝐾) be the induced representation. Let B be the set of all semi-abelian
subvarieties 𝐵 ⊂ A such that 𝐵 ∈ B iff 𝜏(Im[𝜋1(𝐵) → 𝜋1(A)]) ⊂ 𝐺 (𝐾) is bounded.
Claim 5.4.16. — There exists a unique maximal element 𝐵𝑜 ∈ B, i.e., for every 𝐵 ∈ B, we have
𝐵 ⊂ 𝐵𝑜.
Proof. — If 𝐵1, 𝐵2 ∈ B, then 𝐵1 · 𝐵2 ∈ B. Indeed, Im[𝜋1(𝐵1 · 𝐵2) → 𝜋1(A)] is generated by
Im[𝜋1(𝐵1) → 𝜋1(A)] and Im[𝜋1(𝐵1) → 𝜋1(A)] whose images under 𝜚 are both contained in
the unique maximal compact subgroup of 𝐺 (𝐾). □

Set 𝐴 = A/𝐵𝑜. Let 𝛼 : 𝑋 → 𝐴 be the induced map. Let 𝑠𝜚 : 𝑋 → 𝑆𝜚 be the quasi-Stein
factorisation of 𝛼. We shall show that this 𝑠𝜚 satisfies the desired property.

For this purpose, let 𝑔 : 𝑇 → 𝑋 be a morphism from a smooth quasi-projective variety 𝑇 . Then
𝑎 ◦ 𝑔 : 𝑇 → A factors a quasi-albanese morphism 𝑇 → 𝐴𝑇 . Let 𝐵𝑇 ⊂ A be the image of the
induced map 𝐴𝑇 → A. Then 𝐵𝑇 is a translate of a semi-abelian subvariety. We have a surjection
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𝜋1(𝑇) → 𝜋1(𝐵𝑇 ) so that 𝜋1(𝑇) → 𝜋1(A) factors 𝜋1(𝑇) → 𝜋1(𝐵𝑇 ) → 𝜋1(A). Then

𝜚(Im[𝜋1(𝑇) → 𝜋1(𝑋)]) = 𝜏(Im[𝜋1(𝐵𝑇 ) → 𝜋1(A)]).
Thus 𝜚(Im[𝜋1(𝑇) → 𝜋1(𝑋)]) ⊂ 𝐺 (𝐾) is bounded if and only if 𝜏(Im[𝜋1(𝐵𝑇 ) → 𝜋1(A)]) ⊂
𝐺 (𝐾) is bounded, i.e, 𝐵𝑇 ⊂ 𝐵𝑜 · 𝑥 for some 𝑥 ∈ A. Hence 𝜚(Im[𝜋1(𝑇) → 𝜋1(𝑋)]) ⊂ 𝐺 (𝐾) is
bounded if and only if 𝛼 ◦ 𝑔 : 𝑇 → 𝐴 is a single point.

We now assume that 𝑇 is a connected Zariski closed subset of 𝑋 . Let 𝑇1, . . . , 𝑇𝑘 be all its
irreducible components. Let 𝜇𝑖 : 𝑇𝑖 → 𝑇𝑖 be a desingularization. If 𝜚(Im[𝜋1(𝑇norm

𝑖
) → 𝜋1(𝑋)])

is bounded for each 𝑖, then 𝜚(Im[𝜋1(𝑇𝑖) → 𝜋1(𝑋)]) is also bounded. By the above argument we
know that 𝛼 ◦ 𝜇𝑖 (𝑇𝑖) is a point for each 𝑖. Since 𝑇 is connected, it follows that 𝛼(𝑇), and thus 𝑠𝜚 (𝑇)
is a point.

Assume now 𝑠𝜚 (𝑇) is a point. Then 𝑎(𝑇) is contained in 𝐵𝑜 · 𝑥 for some 𝑥 ∈ A. Then

𝜚(Im[𝜋1(𝑇) → 𝜋1(𝑋)]) ⊂ 𝜏(Im[𝜋1(𝐵𝑜 · 𝑥) → 𝜋1(A)])
which is bounded. Hence 𝑠𝜚 satisfies the desired property of the theorem.

Step 7. Construction of 𝑠𝜚 when 𝐺 is reductive. Now we assume that 𝐺 is reductive. Let 𝑍 be the
central torus of 𝐺 and let 𝐺′ be the derived group of 𝐺. Then the natural morphism

𝑎 : 𝐺 → 𝐺/𝐺′ × 𝐺/𝑍
is an isogeny, where 𝑇 := 𝐺/𝐺′ is an algebraic torus and 𝐻 := 𝐺/𝑍 is semisimple. Let
𝜚1 : 𝜋1(𝑋) → 𝑇 (𝐾) and 𝜚2 : 𝜋1(𝑋) → 𝐻 (𝐾) be the induced representation obtained by the
composition of 𝑎 ◦ 𝜚 with the projections 𝑇 (𝐾) × 𝐻 (𝐾) → 𝑇 (𝐾) and 𝑇 (𝐾) × 𝐻 (𝐾) → 𝐻 (𝐾)
respectively. Therefore, 𝜚 : 𝜋1(𝑋) → 𝐺 (𝐾) is bounded if and only if both 𝜚1 and 𝜚2 are bounded.
At Steps 5 and 6, we have morphisms 𝑠𝜚𝑖 : 𝑋 → 𝑆𝜚𝑖 for 𝑖 = 1, 2, such that for any connected
Zariski closed subset 𝑍 of 𝑋 , the image 𝑠𝜚𝑖 (𝑍) is a point if and only if 𝜚𝑖 (Im[𝜋1(𝑍) → 𝜋1(𝑋)])
is bounded, where 𝑖 = 1, 2. This is also equivalent to 𝜚𝑖 (Im[𝜋1(𝑍norm

𝑜 ) → 𝜋1(𝑋)]) being bounded
for any irreducible component 𝑍𝑜 of 𝑍 . Let 𝑠𝜚 : 𝑋 → 𝑆𝜚 be the quasi-Stein factorization of the
morphism

𝑋 → 𝑆𝜚1 × 𝑆𝜚2

𝑥 ↦→ (𝑠𝜚1 (𝑥), 𝑠𝜚2 (𝑥)).
Then we can verify that 𝑠𝜚 is the desired reduction map in the theorem.

Step 8. We do not assume that 𝑋 is smooth. Let 𝜇 : 𝑌 → 𝑋 be a resolution of singularities. Then
𝜇𝜚 : 𝜋1(𝑌 ) → 𝐺 (𝐾) is also a Zariski dense representation. By Step 7, the desired reduction map
𝑠𝜇∗ 𝜚 : 𝑌 → 𝑆𝜇∗ 𝜚 exists.

Let 𝐹 be any fiber of 𝜇, which is connected and compact as 𝑋 is normal. Obviously,
𝜇∗𝜚(Im[𝜋1(𝐹) → 𝜋1(𝑌 )]) = {𝑒}. Therefore, 𝑠𝜇∗ 𝜚 (𝐹) is a point. Hence there exists a mor-
phism 𝑠𝜚 : 𝑋 → 𝑆𝜇∗ 𝜚 such that 𝑠𝜚 ◦ 𝜇 = 𝑠𝜇∗ 𝜚 . We will prove that it satisfies the required property
in the theorem.

Let 𝑇 ′ := 𝜇−1(𝑇). Since 𝑋 is normal, it follows that each fiber of 𝜇 is connected. Hence
the natural morphism 𝑇 ′ → 𝑇 has connected fibers. By [DYK23, Lemma 3.44], we know that
𝜋1(𝑇 ′) → 𝜋1(𝑇) is surjective.

Proof of (c) ⇒ (a). Since 𝑠𝜇∗ 𝜚 (𝑇 ′) = 𝑠𝜚 (𝑇) is a point, it follows that

𝜚(Im[𝜋1(𝑇) → 𝜋1(𝑋)]) = 𝜇∗𝜚(Im[𝜋1(𝑇 ′) → 𝜋1(𝑌 )])
is bounded.

Proof of (a) ⇒ (b). This is obvious.

Proof of (b) ⇒ (c). We take an irreducible component, denoted as 𝑇 ′
𝑜, of 𝑇 ′ that dominates 𝑇𝑜.

Considering
𝜇∗𝜚(Im[𝜋1(𝑇 ′

𝑜) → 𝜋1(𝑌 )]) ⊂ 𝜚(Im[𝜋1(𝑇𝑜) → 𝜋1(𝑋)]),
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we can conclude that 𝜇∗𝜚(Im[𝜋1(𝑇 ′
𝑜) → 𝜋1(𝑌 )]) is bounded. By Step 7, 𝑠𝜇∗ 𝜚 (𝑇 ′

𝑜) is a point. This
leads to the conclusion that 𝑠𝜚 (𝑇𝑜) is a point as well. Given the connectedness of 𝑇 , we conclude
that 𝑠𝜚 (𝑇) as a point.

We complete the proof of the theorem. □

We finish this section with some remarks on the above long proof.
Remark 5.4.17. — For the purpose of the proof of Theorem A, we only need to study the properties
of the morphism 𝛼 : 𝑋sp → A together with the precise information on the ramification locus
𝜋 : 𝑋sp → 𝑋 in Claim 5.4.11. The reduction 𝑠𝜚 : 𝑋 → 𝑆𝜚 will be an important tool in studying
the linear Shafarevich conjecture for quasi-projective varieties (see [Eys04,EKPR12] and the very
recent work by Green-Griffiths-Katzarkov [GGK22]).

Note that the spectral cover 𝑋sp of 𝑋 constructed above has the advantage that it is always irre-
ducible, while in the literature like [Eys04] spectral covers might be reducible. In [Kli03] Klingler
has a completely different way to construct the spectral cover, which is more visual. However, the
ramification locus cannot be described as Claim 5.4.11. We stress here that Claim 5.4.11 is crucial
in the proof of Theorem I.



CHAPTER 6

HYPERBOLICITY OF ALGEBRAIC VARIETIES ADMITTING
NON-ARCHIMEDEAN REPRESENTATIONS OF THEIR

FUNDAMENTAL GROUPS

This section is devoted to prove Theorem I. In § 6.1 we prove that for the spectral cover of
𝑋sp → 𝑋 associated to 𝜚 in Theorem I defined in Definition 5.4.8, 𝑋sp is of log general type and
the partial quasi-Albanese morphism induced by its spectral one forms defined in Definition 5.4.10
is generically finite onto its image. In § 6.2 we prove Theorem I.(i) by spreading the positivity of
𝑋sp to 𝑋 . §§ 6.3 and 6.4 we estimate the ramification counting function for the covering Y → C>𝛿
defined in 6.4.0.1 induced by the spectral covering 𝑋sp and the holomorphic map 𝑓 : C>𝛿 → 𝑋 .
In § 6.5 we prove Theorem I.(ii) by applying Theorems 4.0.1 and 6.1.1 and Proposition 6.4.1.

6.1. Positivity of log canonical bundle of spectral cover

Theorem 6.1.1. — Let 𝑋 be a quasi-projective manifold. Assume that there is a Zariski dense
representation 𝜚 : 𝜋1(𝑋) → 𝐺 (𝐾) where 𝐺 is an almost simple algebraic group defined over a
non-archimedean local field 𝐾 . When 𝜚 is big and unbounded, then
(i) the spectral cover 𝑋sp of 𝑋 defined in Definition 5.4.8 is of log general type.
(ii) Let 𝛼 : 𝑋sp → A be the partial quasi-Albanese map induced by the spectral one forms

{𝜂1, . . . , 𝜂𝑚} ⊂ 𝐻0(𝑋sp, 𝜋∗Ω𝑋) defined in Definition 5.4.13. Then dim 𝑋sp = dim𝛼(𝑋sp).
Proof. — Step 1. We replace 𝑋sp by a smooth model. We will use the notations in § 5.4. Let
𝜇 : 𝑌 → 𝑋sp be a resolution of singularities, and let 𝜈 : 𝑌 → 𝑋 be the composite map. Denote
by 𝜈̃ : 𝑌 → 𝑋 the map induced at the level of universal covers; one checks right away that
𝑢 ◦ 𝜈̃ : 𝑌 → 𝑋 is a pluriharmonic, 𝜈∗𝜚-equivariant map.

Since the image of 𝜈∗ : 𝜋1(𝑌 ) → 𝜋1(𝑋) has finite index by Lemma 1.6.2, the Zariski closure
𝐻 of 𝜈∗𝜚(𝜋1(𝑌 )) contains the identity component 𝐺𝑜 of 𝐺, hence is also almost simple. We have
also:
Claim 6.1.2. — The representation 𝜈∗𝜚 is big.
Proof. — For any closed subvariety 𝑍 ⊂ 𝑌 containing a very general point in 𝑌 , its image
𝜈(𝑍) is closed subvariety passing to a very general point in 𝑋 . Since 𝑍 → 𝜈(𝑍) is sur-
jective, Im[𝜋1(𝑍norm) → 𝜋1(𝜈(𝑍)norm)] has finite index in 𝜋1(𝜈(𝑍)norm) by Lemma 1.6.2.
Hence 𝜈∗𝜚(Im[𝜋1(𝑍norm) → 𝜋1(𝑌 )]) has finite index in 𝜚(Im[𝜋1(𝜈(𝑍)norm) → 𝜋1(𝑋)]).
Since 𝜈(𝑍) contains a very general point of 𝑋 , this latter group is infinite, which implies that
𝜈∗𝜚(Im[𝜋1(𝑍norm) → 𝜋1(𝑌 )]) is infinite. This proves our claim. □

Step 2. We show that 𝜅(𝑌 ) ≥ 0. Let 𝑋◦ ⊂ 𝑋 be the regular set of 𝜚-equivariant harmonic mapping
𝑢 introduced in § 5.3, and let 𝑌◦ := 𝜈−1(𝑋◦). Let 𝐹 ⊂ 𝑌 be a connected component of a general
fiber of 𝑞 : 𝑌 → A, where 𝑞 : 𝑌 → A is the composite map of 𝛼 : 𝑋sp → A and 𝜇 : 𝑌 → 𝑋sp.
Claim 5.4.14 implies that, for every fiber 𝐹 of 𝑌 → A one has 𝜂𝑖 |𝐹 = 0.

Take a connected component 𝐹 of a general fiber of 𝑌 → A. Then by the proof of Claim 5.4.15
𝜈∗𝜚(Im[𝜋1(𝐹) → 𝜋1(𝑌 )]) is a bounded subgroup of 𝐻 (𝐾). However, 𝜈∗𝜚(Im[𝜋1(𝐹) → 𝜋1(𝑌 )])
is a normal subgroup of 𝜈∗𝜚(𝜋1(𝑌 )) by Lemma 2.0.2. Since 𝜈∗𝜚 : 𝜋1(𝑌 ) → 𝐻 (𝐾) is Zariski dense
and unbounded, Lemma 5.2.3 yields the finiteness of 𝜈∗𝜚(Im[𝜋1(𝐹) → 𝜋1(𝑌 )]). However, 𝜈∗𝜚
is assumed to be big. Then 𝐹 must be a point. This implies that 𝑞 : 𝑌 → A, hence 𝛼 : 𝑋sp → A
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is generically finite onto its image. Let 𝑍 to be the Zariski closure of 𝑞(𝑌 ). By Proposition 1.2.3,
𝜅(𝑍) ≥ 0. Hence 𝜅(𝑌 ) ≥ 0 for 𝑞 : 𝑌 → 𝑍 is dominant and generically finite.

Step 3. We show that the log–Iitaka fibration of 𝑌 is trivial. We may replace 𝑌 with a birational
modification so that the log-Iitaka fibration of𝑌 is well-defined as a dominant morphism 𝑓 : 𝑌 → 𝐵

with connected general fibers. Note that a very general fiber 𝐹 of 𝑓 is a connected smooth quasi-
projective variety with 𝜅(𝐹) = 0. Moreover, since 𝑞 : 𝑌 → A is generically finite onto its
image, so is its restriction 𝑞 |𝐹 : 𝐹 → A. By Lemma 3.0.3, it follows that 𝜋1(𝐹) is abelian.
Hence 𝜈∗𝜚(Im[𝜋1(𝐹) → 𝜋1(𝑌 )]) is an abelian subgroup of 𝐺 (𝐾). Note that 𝜋1(𝐹) ⊳ 𝜋1(𝑌 ) by
Lemma 2.0.2. Since 𝜈∗𝜚 : 𝜋1(𝑌 ) → 𝐻 (𝐾) is Zariski dense and 𝐻 is almost simple, it follows
that the Zariski closure of 𝜈∗𝜚(Im[𝜋1(𝐹) → 𝜋1(𝑌 )]) is either finite or a finite index subgroup
of 𝐻. The second case cannot happen since 𝜈∗𝜚(Im[𝜋1(𝐹) → 𝜋1(𝑌 )]) is abelian. Therefore,
𝜈∗𝜚(Im[𝜋1(𝐹) → 𝜋1(𝑌 )]) must be finite. Now, since 𝜈∗𝜚 is big, this implies that 𝐹 is a point. We
conclude that 𝑌 , hence 𝑋sp is of log general type. □

6.2. Spread positivity from spectral covering

In this subsection, based on Claim 5.4.11, Theorem 6.1.1.(i), and Corollary 4.0.2 together with
the celebrated work [CP19] we prove that for 𝑋 in Theorem 6.1.1 any closed subvariety of 𝑋
passing to a general point is of log general type.
Theorem 6.2.1. — Let 𝑋 be a quasi-projective manifold. Let 𝐺 be an almost simple algebraic
group defined over a non-archimedean local field 𝐾 . Let 𝜚 : 𝜋1(𝑋) → 𝐺 (𝐾) be a Zariski dense
representation which is big and unbounded. Then there exists a proper Zariski closed subset
𝐸 ⫋ 𝑋 such that any closed subvariety 𝑉 ⊂ 𝑋 not contained in 𝐸 is of log general type.
Proof. — Let 𝜋 : 𝑋sp → 𝑋 be the spectral cover associated to 𝜚 defined in Definition 5.4.8,
and {𝜂1, . . . , 𝜂𝑚} ∈ 𝐻0(𝑋sp, 𝜋∗Ω

𝑋
(log𝐷)) the resulting spectral one forms defined in Defini-

tion 5.4.10. Let 𝜇 : 𝑌 → 𝑋sp be a resolution of singularities with𝑌 := 𝜇−1(𝑋sp). Set𝜔𝑖 := 𝜇∗𝜂𝑖 . By
Theorem 6.1.1.(ii) the partial quasi-Albanese morphism 𝛼 : 𝑋sp → A associated to {𝜂1, . . . , 𝜂𝑚}
satisfies that dim 𝑋sp = dim𝛼(𝑋sp). In particular, the quasi-Albanese morphism 𝛼𝑌 : 𝑌 → A𝑌

satisfies dim𝑌 = dim𝛼𝑌 (𝑌 ).
We first determine the proper Zariski closed subset 𝐸 ⫋ 𝑋 in the proposition. Write 𝑍𝑖 𝑗 :=

(𝜔𝑖 − 𝜔 𝑗 = 0) for 𝜔𝑖 ≠ 𝜔 𝑗 , which is a proper Zariski closed subset of 𝑌 . For the quasi-Albanese
variety A𝑌 of𝑌 , we know that there exists log one forms 𝜔𝑖 ∈ 𝑇1(A𝑌 ) so that 𝜔𝑖 = 𝛼∗𝑌𝜔𝑖 for every
𝑖. Consider the maximal semi-abelian subvariety 𝐵 of A𝑌 on which 𝜔𝑖 − 𝜔 𝑗 vanishes. Denote by
𝑞 : A𝑌 → A𝑌/𝐵 the quotient map. For the composed morphism 𝛽 : 𝑌 → A𝑌/𝐵, by Lemma 1.2.1,
for any closed subvariety 𝐹 ⊂ 𝑌 , one has 𝛽(𝐹) is a point if and only if (𝜔𝑖 − 𝜔 𝑗) |𝐹 = 0. Then
for any irreducible component 𝑍 of 𝑍𝑖 𝑗 , 𝛽(𝑍) is a point 𝑥 ∈ 𝐴′ := A𝑌/𝐵. Since 𝑍𝑖 𝑗 has finitely
many irreducible components, it follows that 𝛽(𝑍𝑖 𝑗) is a set of finite points 𝐹𝑖 𝑗 in 𝐴′. Denote by
𝐸𝑖 𝑗 := 𝛽−1(𝐹𝑖 𝑗), which is a proper Zariski closed subset of 𝑌 . Set 𝐸1 := 𝜋

( ⋃
𝜔𝑖≠𝜔 𝑗

𝐸𝑖 𝑗
)

in 𝑋 ,
which is a proper Zariski closed subset of 𝑋 . By Corollary 4.0.2, there exists a proper Zariski
closed subset Ξ ⫋ 𝑌 such that all entire curves C → 𝑌 are contained in Ξ. By replacing Ξ by a
larger proper Zariski closed set of 𝑌 , we may assume that 𝑌 → A𝑌 is quasi-finite outside Ξ.
Claim 6.2.2. — All closed subvarieties 𝐹 ⊂ 𝑌 with 𝐹 ⊄ Ξ are of log-general type.
Proof of Claim 6.2.2. — This is proved in Corollary 4.0.2. □

We set 𝐸2 = 𝜋(Ξ), which is a proper Zariski closed subset of 𝑋 . We define 𝐸 ⫋ 𝑋 by
𝐸 = 𝐸1 ∪ 𝐸2.

Let𝑉 ⊂ 𝑋 be a closed subvariety such that𝑉 ⊄ 𝐸 . Let𝑊 → 𝑉 be a smooth modification and let
𝑊 be a smooth projective compactification of𝑊 so that 𝐷

𝑊
:= 𝑊 −𝑊 is a simple normal crossing

divisor and (𝑊, 𝐷
𝑊
) → (𝑋, 𝐷) is a log morphism. Let 𝑆 be a normalization of an irreducible
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component of𝑊 ×
𝑋
𝑋sp.

𝑆 𝑋sp

𝑊 𝑋

𝑔

𝑝 𝜋

By the construction, 𝑆 := 𝑝−1(𝑊) is not contained in Ξ and thus by Claim 6.2.2 𝑆 is of log general
type.
Claim 6.2.3. — The finite morphism 𝑝 : 𝑆 → 𝑊 is a Galois morphism with the Galois group
𝐺′ ⊂ 𝐺 where𝐺 is the Galois group of the Galois morphism 𝑋sp → 𝑋 . The morphism 𝑔 : 𝑆 → 𝑋sp

is 𝐺′-equivariant.
Proof of Claim 6.2.3. — It is obvious that the base change𝑊×

𝑋
𝑋sp → 𝑊 is also a Galois covering

with the Galois group 𝐺. Then the normalization of 𝑊 ×
𝑋
𝑋sp is a disjoint union of isomorphic

quasi-projective normal variety, and it admits an induced 𝐺-action. Define

𝐺′ := {ℎ ∈ 𝐺 | ℎ(𝑆) = 𝑆},
and one can see that 𝐺′ acts transitively on the fibers of 𝑝. 𝑝 is therefore a Galois covering with
Galois group 𝐺′. □

Let 𝜓𝑖 be the pull back of 𝜂𝑖 ∈ 𝐻0(𝑋sp, 𝜋∗Ω
𝑋
(log𝐷)) by 𝑆 → 𝑋sp. Then we can consider 𝜓𝑖 as

a section in 𝐻0(𝑆, 𝑝∗Ω
𝑊
(log𝐷

𝑊
)). Let 𝐼 be the set of all (𝑖, 𝑗) such that

— 𝜂𝑖 − 𝜂 𝑗 ≠ 0;

— the image of 𝑆 → 𝑋sp intersects with 𝑍 ′
𝑖 𝑗

:= {𝑧 ∈ 𝑋sp | (𝜂𝑖 − 𝜂 𝑗) (𝑧) = 0}.

Claim 6.2.4. — For (𝑖, 𝑗) ∈ 𝐼, 𝜓𝑖 − 𝜓 𝑗 ≠ 0 in 𝐻0(𝑆, 𝑝∗Ω
𝑊
(log𝐷

𝑊
)).

Proof. — Assume by contradiction that 𝜓𝑖 − 𝜓 𝑗 = 0 in 𝐻0(𝑆, 𝑝∗Ω
𝑊
(log𝐷

𝑊
)). Then the image

of 𝑆 → 𝑋sp → A𝑌/𝐵 is a single point 𝑥 by Lemma 1.2.1. By 𝑉 ⊄ 𝐸1, the image of 𝑆 → 𝑋sp

is not contained in 𝐸𝑖 𝑗 . Hence 𝑥 is not contained in 𝛽(𝑍𝑖 𝑗). This contradicts to the assumption
(𝑖, 𝑗) ∈ 𝐼. □

We set
𝑅′ := {𝑧 ∈ 𝑆 | ∃(𝑖, 𝑗) ∈ 𝐼 with (𝜓𝑖 − 𝜓 𝑗) (𝑧) = 0}.

By the claim above, 𝑅′ is a proper Zariski closed subset of 𝑆. Denote by 𝑅0 the ramification locus
of 𝑝 : 𝑆 → 𝑊 . By the purity of branch locus of finite morphisms, we know that 𝑅0 is a (Weil)
divisor, and thus 𝑝(𝑅0) is also a divisor. Moreover 𝑅0 = 𝑝−1 (𝑝(𝑅0)

)
since 𝑝 is Galois with Galois

group 𝐺′. Denote by 𝐸 the sum of prime components of 𝑝(𝑅0) which intersect with 𝑊 . One
observes that 𝑆 − 𝑝−1(𝐸) → 𝑊 − 𝐸 is finite étale.

Recall that by Claim 5.4.11 𝜋 : 𝑋sp → 𝑋 is étale over 𝑋sp − 𝑅, where 𝑅 := ∪𝜂𝑖≠𝜂 𝑗
𝑍 ′
𝑖 𝑗
. Note that

𝜇−1(𝑍 ′
𝑖 𝑗
) = 𝑍𝑖 𝑗 . Since the base change of an étale morphism is also étale, it follows that 𝑝 is étale

over 𝑆 − 𝑔−1(𝑅). Hence 𝑅0 ⊂ 𝑔−1(𝑅). Note that for (𝑖, 𝑗) ∉ 𝐼, the image of 𝑆 → 𝑋sp does not
intersect with 𝑍 ′

𝑖 𝑗
, so such 𝑍 ′

𝑖 𝑗
does not contribute to 𝑔−1(𝑅) ∩ 𝑆. It follows that 𝑅0 ∩ 𝑆 ⊂ 𝑅′ ∩ 𝑆.

Since 𝑆 → 𝑋sp is 𝐺′-equivariant, it follows that any ℎ ∈ 𝐺′ acts on {𝜓𝑖 − 𝜓 𝑗} (𝑖, 𝑗 ) ∈𝐼 ⊂
𝐻0(𝑆, 𝑝∗Ω

𝑊
(log𝐷

𝑊
)) as a permutation by Claim 5.4.9 and our choice of 𝐼. Define a section

𝜎 :=
∏
ℎ∈𝐺′

∏
(𝑖, 𝑗 ) ∈𝐼

ℎ∗(𝜓𝑖 − 𝜓 𝑗) ∈ 𝐻0(𝑆, Sym𝑁 𝑝∗Ω
𝑊
(log𝐷

𝑊
)),

which is non-zero and vanishes at 𝑅′ by our choice of 𝐼. Then it is invariant under the 𝐺′-action
and thus descends to a section

𝜎𝐺
′ ∈ 𝐻0(𝑊, Sym𝑁Ω

𝑊
(log𝐷

𝑊
))

so that 𝑝∗𝜎𝐺′
= 𝜎. Since 𝑅0 ∩ 𝑆 ⊂ 𝑅′ ∩ 𝑆 and 𝑝−1(𝑝(𝑅0)) = 𝑅0, 𝜎𝐺′ vanishes at the divisor 𝐸 .

This implies that there is a non-trivial morphism
O
𝑊
(𝐸) → Sym𝑁Ω

𝑊
(log𝐷

𝑊
).(6.2.0.1)
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Recall that by Claim 6.2.2 and our construction of 𝑆, 𝑆 is of log general type. Since 𝑆− 𝑝−1(𝐸) →
𝑊 −𝐸 is finite étale, by Lemma 6.2.5 below𝑊\𝐸 is also of log general type. By [NWY13, Lemma
3], 𝐾

𝑊
+ 𝐸 + 𝐷

𝑊
is big. Together with (6.2.0.1) we can apply [CP19, Corollary 8.7] to conclude

that 𝐾
𝑊

+ 𝐷
𝑊

is big. Hence𝑊 , so 𝑉 is of log general type. □

Lemma 6.2.5. — Let 𝑓 ′ : 𝑈 → 𝑉 be a finite étale morphism between quasi-projective manifolds.
If 𝜅(𝑉) ≥ 0, then the logarithmic Kodaira dimension 𝜅(𝑈) = 𝜅(𝑉).
Proof. — We first take a smooth projective compactification 𝑌 of 𝑉 so that 𝐷𝑌 := 𝑌 − 𝑉 is a
simple normal crossing divisor. By § 1.3, there is a normal projective variety 𝑋 compactifying 𝑈
so that 𝑓 ′ extends to a finite morphism 𝑓 : 𝑋 → 𝑌 . Let 𝜇 : 𝑍 → 𝑋 be a strict desingularization so
that 𝜇−1(𝑈) ≃ 𝑈 and 𝐷𝑍 := 𝑍 − 𝜇−1(𝑈) is a simple normal crossing divisor. Write 𝑔 = 𝑓 ◦ 𝜇.
Claim 6.2.6. — 𝐸 := 𝐾𝑍 + 𝐷𝑍 − 𝑔∗(𝐾𝑌 + 𝐷𝑌 ) is an effective exceptional divisor.
Proof of Claim 6.2.6. — Since 𝑔 : (𝑍, 𝐷𝑍 ) → (𝑌, 𝐷𝑌 ) is a log morphism, 𝐸 is effective. Let
𝐷

sing
𝑌

be the singularity of 𝐷𝑌 which is a Zariski closed subset of 𝑌 of codimension at least two.
Write 𝑌◦ := 𝑌 −𝐷sing

𝑌
, and 𝑋◦ := 𝑓 −1(𝑌◦). Note that 𝑋◦ is smooth, and 𝐷◦

𝑋
:= 𝑋◦ −𝑈 is a smooth

divisor in 𝑋◦. Moreover, it follows from the proof of [Den22, Lemma A.12] that at any 𝑥 ∈ 𝐷◦
𝑋

we can take a holomorphic coordinate (Ω; 𝑥1, . . . , 𝑥𝑛) around 𝑥 with 𝐷◦
𝑋
∩ Ω = (𝑥1 = 0) and a

holomorphic coordinate (Ω′; 𝑦1, . . . , 𝑦𝑛) around 𝑓 (𝑥) with 𝐷𝑌 ∩Ω′ = (𝑦1 = 0) so that

𝑓 (𝑥1, . . . , 𝑥𝑛) = (𝑥𝑘1 , 𝑥2, . . . , 𝑥𝑛).(6.2.0.2)

This implies that 𝐾𝑋◦ + 𝐷◦
𝑋
= 𝑓 ∗(𝐾𝑌◦ + 𝐷◦

𝑌
). Since 𝜇 is a strict desingularization, it follows that

𝜇−1(𝑋◦) ≃ 𝑋◦. Therefore, 𝜇(𝐾𝑍 + 𝐷𝑍 − 𝑔∗(𝐾𝑌 + 𝐷𝑌 )) is contained in 𝑓 −1(𝐷sing
𝑌

) which is of
codimension at least two. □

Therefore, one has

𝜅(𝐾𝑍 + 𝐷𝑍 ) = 𝜅(𝑔∗(𝐾𝑌 + 𝐷𝑌 ) + 𝐸) = 𝜅(𝑔∗(𝐾𝑌 + 𝐷𝑌 )) = 𝜅(𝐾𝑌 + 𝐷𝑌 ).

where the first equality follows from the above claim, the second one is due to [Laz04, Example
2.1.16] and the last one follows from [Uen75, Lemma 5.13]. This concludes that 𝜅(𝑈) = 𝜅(𝑉). □

6.3. Lemma on logarithmic derivative for logarithmic one forms

Let 𝐷 be a simple normal crossing divisor on a projective manifold 𝑌 . Let Y be a Riemann
surface with a proper surjective holomorphic map 𝑝Y : Y → C>𝛿 . Let 𝑔 : Y → 𝑌 be a
holomorphic map such that 𝑔(Y) ⊄ 𝐷. Let 𝜔 ∈ 𝐻0

(
𝑌,Ω

𝑌
(log𝐷)

)
be a logarithmic 1-form. Set

𝜂 = 𝑔∗𝜔/𝑝∗Y (𝑑𝑧). Then 𝜂 is a meromorphic function on Y. Then 𝜂 induces a holomorphic map
𝑔𝜂 : Y → P1. We define

𝑚(𝑟, 𝜂) :=
1

deg 𝑝Y

∫
𝑦∈𝑝−1

Y ({ |𝑧 |=𝑟 })
𝜆∞(𝑔𝜂 (𝑦))

𝑑arg 𝑝Y (𝑦)
2𝜋

,

where 𝜆∞ : P1 −∞ → R≥0 is a Weil function for the point ∞ of P1 (cf. [Yam04, Prop 2.2.3]).
We claim

𝑚(𝑟, 𝜂) = 𝑂 (log 𝑟) + 𝑜(𝑇𝑔 (𝑟))∥.(6.3.0.1)

We prove this. The logarithmic one form 𝜔 defines a morphism 𝜑 : 𝑇 (𝑌 ; log𝐷) → A1,
which extends to a rational map 𝜑 : 𝑇 (𝑌 ; log𝐷) d P1. By 𝑔(Y) ⊄ 𝐷, we get the lifting
𝑗1(𝑔) : Y → 𝑇 (𝑌 ; log𝐷). Then we have 𝜂 = 𝜑 ◦ 𝑗1(𝑔). Hence by [Yam04, Prop 2.3.2 (6)], we
have

𝑚(𝑟, 𝜂) = 𝑂 (𝑚 𝑗1 (𝑔) (𝑟, 𝜕𝑇 (𝑌 ; log𝐷))) +𝑂 (1).
Hence by (4.2.0.4), we get (6.3.0.1).

It follows from the First Main theorem (cf. Theorem 4.1.1) that

𝑇𝑔𝜂 (𝑟,OP1 (1)) = 𝑁𝑔𝜂 (𝑟,∞) + 𝑚(𝑟, 𝜂) +𝑂 (log 𝑟).(6.3.0.2)
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6.4. Estimate for ramification counting functions

Let 𝑋 be a quasi-projective manifold and let 𝜚 : 𝜋1(𝑋) → 𝐺 (𝐾) be a Zariski dense represen-
tation where 𝐺 is a simple algebraic group defined over a non-archimedean local field 𝐾 . Assume
that 𝜚 is unbounded and that 𝜚 is a big representation. By Claim 5.4.11, there is a finite Galois
cover 𝑋sp → 𝑋 and algebraic one forms

𝜂1, . . . , 𝜂𝑚 ∈ 𝐻0(𝑋sp, 𝜋∗Ω𝑋)
so that 𝑋sp → 𝑋 is unramified outside 𝑅 := {𝑧 ∈ 𝑋 | ∃𝜂𝑖 ≠ 𝜂 𝑗 with (𝜂𝑖 − 𝜂 𝑗) (𝑧) = 0}, which
is a Zariski closed subset of 𝑋sp. Moreover, one has 𝜋−1(𝜋(𝑅)) = 𝑅. Consider a resolution of
singularities 𝜇 : 𝑌 → 𝑋sp and a projective compactification 𝑌 of 𝑌 with 𝐷 := 𝑌\𝑌 a simple normal
crossing divisor. Then 𝜔𝑖 := 𝜇∗𝜂𝑖 ∈ 𝐻0(𝑌, 𝜋∗Ω𝑋) ∩ 𝐻0(𝑌,Ω

𝑌
(log𝐷)) by Claim 5.4.9, where

𝜋 : 𝑌 → 𝑋 denotes the composition of 𝜇 : 𝑌 → 𝑋sp and 𝑋sp → 𝑋 .
Consider a holomorphic map 𝑓 : C>𝛿 → 𝑋 . The generically finite proper morphism 𝜋 : 𝑌 → 𝑋

induces a surjective finite holomorphic map 𝑝Y : Y → C>𝛿 from a Riemann surface Y to C>𝛿
and a holomorphic map 𝑔 : Y → 𝑌 satisfying

(6.4.0.1)
Y 𝑌

C>𝛿 𝑋

𝑔

𝑝Y 𝜋

𝑓

Note that 𝑝Y is unramified outside (𝜋◦𝑔)−1(𝑅). It follows that ram 𝑝Y ⊂ ∪𝜔𝑖≠𝜔 𝑗
𝑔−1(𝜔𝑖−𝜔 𝑗 = 0),

where we consider 𝜔𝑖 as sections in 𝐻0(𝑌, 𝜋∗Ω𝑋).
Proposition 6.4.1. — Let 𝑋sp → 𝑋 be the spectral cover associated to 𝜚 : 𝜋1(𝑋) → 𝐺 (𝐾) defined
in Definition 5.4.8. Let 𝜇 : 𝑌 → 𝑋sp a resolution of singularities. Then there is a proper Zariski
closed subset 𝐸 ⫋ 𝑋 such that, for any holomorphic map 𝑓 : C>𝛿 → 𝑋 which is not contained in
𝐸 , one has

𝑁ram 𝑝Y (𝑟) = 𝑜(𝑇𝑔 (𝑟)) +𝑂 (log 𝑟) | |,(6.4.0.2)

where 𝑔 : Y → 𝑌 is the induced holomorphic map in (6.4.0.1).
Proof. — We first determine the proper Zariski closed subset 𝐸 ⫋ 𝑋 in the proposition. Write
𝑍𝑖 𝑗 := (𝜔𝑖 − 𝜔 𝑗 = 0) for 𝜔𝑖 ≠ 𝜔 𝑗 , which is a proper Zariski closed subset of 𝑌 . For the quasi-
Albanese variety A𝑌 of𝑌 , we know that there exists log one forms 𝜔𝑖 ∈ 𝑇1(A𝑌 ) so that 𝜔𝑖 = 𝛼∗𝜔𝑖
for every 𝑖, where 𝛼 : 𝑌 → A𝑌 is the quasi-Albanese map. Consider the maximal semi-abelian
subvariety 𝐵 of A𝑌 on which 𝜔𝑖 − 𝜔 𝑗 vanishes. Denote by 𝑞 : A𝑌 → A𝑌/𝐵 the quotient map.
For the composed morphism 𝛽 : 𝑌 → A𝑌/𝐵, by Lemma 1.2.1, for any closed subvariety 𝐹 ⊂ 𝑌 ,
one has 𝛽(𝐹) is a point if and only if (𝜔𝑖−𝜔 𝑗) |𝐹 = 0. Then for any irreducible component 𝑍 of the
closed subvariety 𝑍𝑖 𝑗 , 𝛽(𝑍) is a point 𝑥 ∈ 𝐴′ := A𝑌/𝐵. Since 𝑍 has any finitely many irreducible
components, it follows that 𝛽(𝑍𝑖 𝑗) is a set of finite points 𝐹𝑖 𝑗 in 𝐴′. Denote by 𝐸𝑖 𝑗 := 𝛽−1(𝐹𝑖 𝑗),
which is a proper Zariski closed subset of 𝑌 . Define 𝐸 = 𝜋

( ⋃
𝜔𝑖≠𝜔 𝑗

𝐸𝑖 𝑗
)

in 𝑋 , which is a proper
Zariski closed subset of 𝑋 .

We fix an ample line bundle 𝐿 on a smooth projective compactification 𝑌 of 𝑌 . Let C>𝛿 → 𝑋

be a holomorphic map whose image is not contained in 𝐸 . Then for the induced holomorphic map
𝑔 : Y → 𝑌 , it is not contained in any 𝑍𝑖 𝑗 . Hence by Claim 5.4.11,

𝑁ram 𝑝Y (𝑟) ≤ deg 𝑝Y · 𝑁 (1)
𝑔 (𝑟,

∑︁
𝜔𝑖≠𝜔 𝑗

𝑍𝑖 𝑗).(6.4.0.3)

It then suffices to prove that 𝑁 (1)
𝑔 (𝑟, 𝑍𝑖 𝑗) = 𝑜(𝑇𝑔 (𝑟, 𝐿)) +𝑂 (log 𝑟) | | for every 𝑍𝑖 𝑗 .

Case 1. If 𝑔∗𝜔𝑖 ≠ 𝑔∗𝜔 𝑗 , write

𝜂 :=
𝑔∗(𝜔𝑖 − 𝜔 𝑗)

𝑝∗Y𝑑𝑧

Since 𝜔𝑖 − 𝜔 𝑗 ∈ 𝐻0(𝑌, 𝜋∗Ω𝑋), it follows that 𝜂 is a holomorphic function on Y and 𝑔−1(𝑍𝑖 𝑗) ⊂
(𝜂 = 0). Note that 𝜂 can be seen as a holomorphic map 𝑔𝜂 : Y → P1\{∞}. Hence 𝑁𝑔𝜂 (𝑟,∞) = 0.
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By (6.3.0.2) one has
𝑇𝑔𝜂 (𝑟,OP1 (1)) = 𝑁𝑔𝜂 (𝑟,∞) + 𝑚(𝑟, 𝜂) +𝑂 (log 𝑟) ≤ 𝑚(𝑟, 𝜂) +𝑂 (log 𝑟).

Since 𝜔𝑖 − 𝜔 𝑗 ∈ 𝐻0(𝑌,Ω
𝑌
(log𝐷)), by (6.3.0.1), one concludes

𝑇𝑔𝜂 (𝑟,OP1 (1)) ≤ 𝑚(𝑟, 𝜂) +𝑂 (log 𝑟) ≤ 𝑜(𝑇𝑔 (𝑟)) +𝑂 (log 𝑟) | |.
By (6.3.0.2) again, one has

𝑁
(1)
𝑔 (𝑟, 𝑍𝑖 𝑗) ≤ 𝑁𝑔𝜂 (𝑟, 0) ≤ 𝑇𝑔𝜂 (𝑟,OP1 (1)) +𝑂 (log 𝑟).

In conclusion,
𝑁

(1)
𝑔 (𝑟, 𝑍𝑖 𝑗) ≤ 𝑜(𝑇𝑔 (𝑟)) +𝑂 (log 𝑟) | |.

Case 2. Assume now 𝑔∗𝜔𝑖 = 𝑔∗𝜔 𝑗 for some 𝜔𝑖 ≠ 𝜔 𝑗 . Recall that for the composed morphism
𝛽 : 𝑌 → A𝑌/𝐵 defined above, for any irreducible component 𝑍 of the closed subvariety 𝑍𝑖 𝑗 , 𝛽(𝑍)
is a point 𝑥 ∈ 𝐴′ := A𝑌/𝐵. We take the factorisation of 𝛽 as follows

𝑌
𝜓
→ 𝑊

𝜙
→ 𝐴′

where 𝜙 : 𝑊 → 𝐴′ is a finite morphism and 𝜓 : 𝑌 → 𝑊 is a dominant morphism whose general
fibers are connected. Hence dim𝑊 ≤ dim𝑌 . Since 𝜙 is finite and 𝛽(𝑍) = {𝑥}, there is a point
𝑦 ∈ 𝑊 so that 𝜓(𝑍) = {𝑦}. Since there is a log one form 𝜔′ on 𝐴′ so that 𝜔𝑖 − 𝜔 𝑗 = 𝑞∗𝜔′, it
follows that

(𝜓 ◦ 𝑔)∗𝜙∗𝜔′ = (𝛽 ◦ 𝑔)∗𝜔′ = 𝑔∗(𝜔𝑖 − 𝜔 𝑗) = 0.(6.4.0.4)
Let 𝑆 be the Zariski closure of 𝜓 ◦ 𝑔(Y) in 𝑊 . Note that dim 𝑆 ≤ dim𝑊 ≤ dim𝑌 . Note that
𝑁

(1)
𝑔 (𝑟, 𝑍) = 0 if 𝑔−1(𝑍) = ∅, and the proposition follows trivially. Hence we may assume that

𝑔−1(𝑍) ≠ ∅.
Claim 6.4.2. — 𝜙∗𝜔′ |𝑆 ≠ 0.
Proof of Claim 6.4.2. — Assume by contradiction that 𝜙∗𝜔′ |𝑆 = 0. Then for the algebraic subva-
riety 𝜓−1(𝑆) of 𝑌 , one has

(𝜔𝑖 − 𝜔 𝑗) |𝜓−1 (𝑆) = 𝛽
∗𝜔′ |𝜓−1 (𝑆) = 0.

By Lemma 1.2.1 𝛽(𝜓−1(𝑆)) is a set of finite points in 𝐴′. Note that the Zariski closure 𝑔(Y)Zar
in

𝑌 is contained in an irreducible component of 𝜓−1(𝑆). Hence 𝛽
(
𝑔(Y)Zar)

= {𝑥} = 𝛽(𝑍) by our
assumption that 𝑔−1(𝑍) ≠ ∅. This contradicts with our choice of 𝐸 at the beginning. □

Since 𝜔′ is a linear log one form on 𝐴′, 𝑑𝜔′ = 0. Hence by the Poincaré lemma in some analytic
neighborhood 𝑈 of 𝑥 in 𝐴′ there is a holomorphic function ℎ ∈ O(𝑈) so that 𝑑ℎ = 𝜔′ on 𝑈 and
ℎ(𝑥) = 0. According to (6.4.0.4), 𝜙∗𝜔′ |𝑆 is not identically equal to zero. Hence ℎ ◦ 𝜙|𝑆 is not
identically equal to zero.

For every 𝑛 ∈ Z>0, consider the zero dimensional subscheme on 𝑆 defined by 𝑉𝑛 :=
Spec O𝑆/(I(ℎ ◦ 𝜙|𝑆) + 𝔪𝑛

𝑦), where 𝔪𝑦 is the maximal ideal at 𝑦 and I(ℎ ◦ 𝜙|𝑆) is the ideal
sheaf defined by the holomorphic function ℎ ◦ 𝜙 |𝑆 . 𝑉𝑛 is supported at 𝑦. We take a projective
compactification 𝑊 for 𝑊 , and let 𝑆 the closure of 𝑆 in 𝑊 . We fix an ample line bundle 𝐿′ on 𝑊
and denote by 𝑀 := 𝐿′ |

𝑆
its restriction on 𝑆, which is also an ample line bundle on 𝑆. Consider

the following short exact sequence
0 → 𝑀𝑘 ⊗ (I(ℎ ◦ 𝜙|𝑆) +𝔪𝑛

𝑦) → 𝑀𝑘 → 𝑀𝑘 ⊗ O𝑆/(I(ℎ ◦ 𝜙 |𝑆) +𝔪𝑛
𝑦) → 0.

which yields a a short exact sequence

0 → 𝐻0(𝑆, 𝑀𝑘 ⊗ (I(ℎ ◦ 𝜙 |𝑆) +𝔪𝑛
𝑦)) → 𝐻0(𝑆, 𝑀𝑘) → 𝐻0(𝑆, 𝑀𝑘 ⊗ O𝑆/(I(ℎ ◦ 𝜙 |𝑆) +𝔪𝑛

𝑦))
Note that

𝐻0(𝑉𝑛,O𝑉𝑛)) = 𝐻0(𝑆, 𝑀𝑘 ⊗ O𝑆/(I(ℎ ◦ 𝜙 |𝑆) +𝔪𝑛
𝑦))

which implies that ℎ0(𝑉𝑛,O𝑆/(I(ℎ ◦ 𝜙|𝑆) +𝔪𝑛
𝑦)) ∼ (𝑛dim 𝑆−1) when 𝑛 → ∞. By Riemann-Roch

theorem it follows that ℎ0(𝑆, 𝑀𝑘) ∼ 𝑂 (𝑘dim 𝑆). If we take 𝑘𝑛 ∼ 𝑛1− 1
2 dim𝑆 when 𝑛 → ∞, it follows

that
ℎ0(𝑆, 𝑀𝑘𝑛) > ℎ0(𝑉𝑛,O𝑉𝑛)
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when 𝑛 ≫ 1. Hence there are sections
𝑠𝑛 ∈ 𝐻0(𝑆, 𝑀𝑘𝑛 ⊗ (I(ℎ ◦ 𝜙) +𝔪𝑛

𝑦))
when 𝑛 ≫ 1. We now consider 𝜓 ◦ 𝑔 : Y → 𝑆 as a holomorphic map with image in 𝑆 . Then by
Theorem 4.1.1

𝑁𝜓◦𝑔 (𝑟,𝑉𝑛) ≤ 𝑁𝜓◦𝑔 (𝑟, 𝐷𝑛) ≤ 𝑇𝜓◦𝑔 (𝑟, 𝑀𝑘𝑛) +𝑂 (log 𝑟) = 𝑘𝑛𝑇𝜓◦𝑔 (𝑟, 𝑀) +𝑂 (log 𝑟)
where 𝐷𝑛 is the zero divisor of 𝑠𝑛, and the second inequality above follows from that 𝜓◦𝑔 is Zariski
dense in 𝑆. For every 𝑡 ∈ Y so that 𝑔(𝑡) ∈ 𝑍 , it follows that 𝛽(𝑔(𝑡)) = 𝑥. Since 𝑔∗(𝜔𝑖 − 𝜔 𝑗) = 0,
it follows that

0 = 𝑔∗𝛽∗𝜔′ = 𝑔∗𝛽∗𝑑ℎ.

Hence ℎ ◦ 𝜙 ◦ 𝜓 ◦ 𝑔 is constant on the connected component of (𝛽 ◦ 𝑔)−1(𝑈) containing 𝑡 which
is thus zero. This implies that ord 𝑡 (𝜓 ◦ 𝑔)∗𝑉𝑛 ≥ 𝑛. Therefore,

𝑛𝑁
(1)
𝑔 (𝑟, 𝑍) ≤ 𝑁𝜓◦𝑔 (𝑟,𝑉𝑛).

In conclusion,
𝑁

(1)
𝜓◦𝑔 (𝑟, 𝑍) ≤

𝑘𝑛

𝑛
𝑇𝜓◦𝑔 (𝑟, 𝑀) +𝑂 (log 𝑟).

Let us now consider 𝜓 ◦𝑔 : Y → 𝑊 as a holomorphic map with image in𝑊 . By the very definition
of the characteristic function and 𝐿′ |

𝑆
= 𝑀 , one gets

𝑇𝜓◦𝑔 (𝑟, 𝑀) = 𝑇𝜓◦𝑔 (𝑟, 𝐿′).
On the other hand,𝑇𝜓◦𝑔 (𝑟, 𝐿′) ≤ 𝑐𝑇𝑔 (𝑟, 𝐿)+𝑂 (log 𝑟) for some constant 𝑐 > 0 since order functions
decrease under rational map 𝑌 d 𝑆 induced by 𝜓. Let 𝑛→ ∞ we get

(6.4.0.5) 𝑁
(1)
𝜓◦𝑔 (𝑟, 𝑍) ≤ 𝜀𝑇𝑔 (𝑟, 𝐿) +𝑂 𝜀 (log 𝑟)

for every 𝜀 > 0.
Suppose that lim

𝑟→∞ 𝑇𝑔 (𝑟, 𝐿)/log 𝑟 < +∞. Then by Lemma 4.1.4, we have𝑇𝑔 (𝑟, 𝐿) = 𝑂 (log 𝑟).
Then by (6.4.0.5), we have 𝑁 (1)

𝜓◦𝑔 (𝑟, 𝑍) = 𝑂 (log 𝑟), in particular

(6.4.0.6) 𝑁
(1)
𝜓◦𝑔 (𝑟, 𝑍) = 𝑜(𝑇𝑔 (𝑟, 𝐿)) +𝑂 (log 𝑟).

Next we assume lim
𝑟→∞ 𝑇𝑔 (𝑟, 𝐿)/log 𝑟 = +∞. Then log 𝑟 = 𝑜(𝑇𝑔 (𝑟, 𝐿)). Then by (6.4.0.5), we

have 𝑁 (1)
𝜓◦𝑔 (𝑟, 𝑍) ≤ 𝜀𝑇𝑔 (𝑟, 𝐿) + 𝑜(𝑇𝑔 (𝑟, 𝐿)) for all 𝜀 > 0. Hence we get 𝑁 (1)

𝜓◦𝑔 (𝑟, 𝑍) = 𝑜(𝑇𝑔 (𝑟, 𝐿)),
in particular we get (6.4.0.6).

In summary, by (6.4.0.3) we prove that 𝑁ram 𝑝Y (𝑟) = 𝑜(𝑇𝑔 (𝑟, 𝐿)) +𝑂 (log 𝑟) | |. □

Remark 6.4.3. — In [Yam10, p.557, Claim], the third author proved (6.4.0.2) for Zariski dense
entire curves when 𝑋 is projective. Here we modified the proof in [Yam10] such that the stronger
result in Proposition 6.4.1 holds even if the map 𝑓 : C>𝛿 → 𝑋 is not Zariski dense and 𝑋 is
quasi-projective. This is crucial in the proof of Theorem A.

In this regard, we should mention that in [Sun22, Lemma 4.2], it seems that Sun incorrectly
applied [Yam10, p.557, Claim] to any holomorphic map from any quasi-projective curve 𝐶 to 𝑋
whose image is not Zariski dense, provided only that it is not included in the ramification locus of
𝑋sp → 𝑋 .

6.5. Spread hyperbolicity from spectral covering

Theorem 6.5.1. — Let 𝑋 be a complex connected quasi-projective manifold and let 𝐺 be an
almost simple algebraic group over some non-archimedean local field 𝐾 . If 𝜚 : 𝜋1(𝑋) → 𝐺 (𝐾) is
a big representation which is Zariski dense and unbounded, then 𝑋 is pseudo Picard hyperbolic.
Proof. — By Theorem 6.1.1, we know that there is a finite Galois cover 𝑋sp → 𝑋 associated
to 𝜚. Such normal quasi-projective variety 𝑋sp is of log general type. Moreover, the spectral
one forms {𝜂1, . . . , 𝜂𝑚} in Definition 5.4.10 induced by the 𝜚-equivariant pluriharmonic mapping
𝑢 : 𝑋 → Δ(𝐺) 𝛼 gives rise to a quasi-Albanese map 𝑎 : 𝑋sp → A defined in Definition 5.4.13. By
Theorem 6.1.1 one has dim 𝑋 = dim 𝑎(𝑋sp). Let 𝜇 : 𝑌 → 𝑋sp be a resolution of singularities. We
identify the puncture disk D∗ with C>1 by taking a transformation 𝑧 ↦→ 1

𝑧
. By Proposition 6.4.1,
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there is a proper Zariski closed subset 𝐸 ⫋ 𝑋 so that, for any holomorphic map 𝑓 : C>1 → 𝑋

which is not contained in 𝐸 , one has 𝑁ram 𝑝Y (𝑟) = 𝑜(𝑇𝑔 (𝑟, 𝐿)) +𝑂 (log 𝑟) | |. Here 𝑔 : Y → 𝑌 is the
induced holomorphic map defined in the right commutative diagram of (6.4.0.1), 𝑝Y : Y → C>1
is the surjective proper finite morphism and 𝐿 is an ample line bundle on 𝑌 . By Theorem 4.0.1, if
𝑔(Y) ⊄ 𝐸∪Ξ, whereΞ is the proper Zariski closed subset of𝑌 defined in Theorem 4.0.1, then there
are an extension 𝑔̄ : Y → 𝑌 of 𝑔 and a proper holomorphic surjective map 𝑝Y : Y → C>1 ∪ {∞}
which is an extension of 𝑝Y : Y → C>1. It follows that 𝑓 extends to a holomorphic map
C>1 ∪ {∞} → 𝑋 . □



CHAPTER 7

RIGID REPRESENTATION AND C-VHS

In this section we will prove that rigid representations of the fundamental groups of quasi-
projective manifolds come from a complex variation of Hodge structures (abbreviated as C-VHS).
The proof relies on Mochizuki’s Kobayashi–Hitchin correspondence in the non-compact case
and his correspondence between reductive representations of 𝜋1(𝑋) into GL𝑁 (C) and tame pure
imaginary harmonic bundles over 𝑋 , as presented in [Moc06, Moc07b].

7.1. Regular filtered Higgs bundles

In this subsection, we recall the notions of regular filtered Higgs bundles. For more details
refer to [Moc06]. Let 𝑋 be a complex manifold with a reduced simple normal crossing divisor
𝐷 =

∑ℓ
𝑖=1 𝐷𝑖 , and let𝑈 = 𝑋 − 𝐷 be the complement of 𝐷. We denote the inclusion map of𝑈 into

𝑋 by 𝑗 .
Definition 7.1.1. — A regular filtered Higgs bundle (E∗, 𝜃) on (𝑋, 𝐷) is holomorphic vector
bundle 𝐸 on 𝑋 − 𝐷, together with an Rℓ-indexed filtration a𝐸 (so-called parabolic structure) by
coherent subsheaves of 𝑗∗𝐸 such that

1. a ∈ Rℓ and a𝐸 |𝑈 = 𝐸 .
2. For 1 ≤ 𝑖 ≤ ℓ, a+1𝑖

𝐸 = a𝐸 ⊗ O𝑋 (𝐷𝑖), where 1𝑖 = (0, . . . , 0, 1, 0, . . . , 0) with 1 in the 𝑖-th
component.

3. a+ϵ𝐸 = a𝐸 for any vector ϵ = (𝜖, . . . , 𝜖) with 0 < 𝜖 ≪ 1.
4. The set of weights {a — a𝐸/a−ϵ𝐸 ≠ 0 for any vector ϵ = (𝜖, . . . , 𝜖) with 0 < 𝜖 ≪ 1} is

discrete in Rℓ .
5. There is a O𝑋-linear map, so-called Higgs field,

𝜃 : ⋄𝐸 → Ω1
𝑋 (log𝐷) ⊗ ⋄𝐸

such that 𝜃 ∧ 𝜃 = 0, and
𝜃 (a𝐸) ⊆ Ω1

𝑋 (log𝐷) ⊗ a𝐸.

Denote 0𝐸 by ⋄𝐸 , where 0 = (0, . . . , 0). By the work of Borne-Vistoli the parabolic structure
of a parabolic bundle is locally abelian, i.e. it admits a local frame compatible with the filtration
(see e.g. [IS07] and [BV12]).

A natural class of regular filtered Higgs bundles comes from prolongations of tame harmonic
bundles. We first recall some notions in [Moc07a, §2.2.1]. Let 𝐸 be a holomorphic vector bundle
with a C∞ hermitian metric ℎ over 𝑋 − 𝐷. Pick any 𝑥 ∈ 𝐷. Let (Ω; 𝑧1, . . . , 𝑧𝑛) be a coordinate
system of 𝑋 centered at 𝑥. For any section 𝜎 ∈ Γ(Ω − 𝐷, 𝐸 |Ω−𝐷), let |𝜎 |ℎ denote the norm
function of 𝜎 with respect to the metric ℎ. We denote |𝜎 |ℎ ∈ O(∏ℓ

𝑖=1 |𝑧𝑖 |−𝑏𝑖 ) if there exists a
positive number 𝐶 such that |𝜎 |ℎ ≤ 𝐶 · ∏ℓ

𝑖=1 |𝑧𝑖 |−𝑏𝑖 . For any b ∈ Rℓ , say −ord(𝜎) ≤ b means the
following:

|𝜎 |ℎ = O(
ℓ∏
𝑖=1

|𝑧𝑖 |−𝑏𝑖−𝜀)
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for any real number 𝜀 > 0 and 0 < |𝑧𝑖 | ≪ 1. For any b, the sheaf b𝐸 is defined as follows:

Γ(Ω, b𝐸) := {𝜎 ∈ Γ(Ω − 𝐷, 𝐸 |Ω−𝐷) | −ord(𝜎) ≤ b}.(7.1.0.1)

The sheaf b𝐸 is called the prolongment of 𝐸 by an increasing order b. In particular, we use the
notation ⋄𝐸 in the case b = (0, . . . , 0).

According to Simpson [Sim90, Theorem 2] and Mochizuki [Moc07a, Theorem 8.58], the above
prolongation gives a regular filtered Higgs bundle.
Theorem 7.1.2 (Simpson, Mochizuki). — Let (𝑋, 𝐷) be a complex manifold 𝑋 with a simple
normal crossing divisor𝐷. If (𝐸, 𝜃, ℎ) is a tame harmonic bundle on 𝑋−𝐷, then the corresponding
filtration b𝐸 defined above defines a regular filtered Higgs bundle (E∗, 𝜃) on (𝑋, 𝐷). □

7.2. Character variety and rigid representation

In this subsection, we discuss the character variety and rigid representations. Let 𝑋 be a quasi-
projective manifold, and 𝐺 be a reductive algebraic group defined over a number field 𝑘 . We have
an affine scheme Hom(𝜋1(𝑋), 𝐺) defined over Q that represents the functor

𝑆 ↦→ Hom(𝜋1(𝑋), 𝐺 (𝑆))
for any ring 𝑆. The character variety 𝑀𝐵 (𝜋1(𝑋), 𝐺) := Hom(𝜋1(𝑋), 𝐺)//𝐺 is the GIT quotient
of Hom(𝜋1(𝑋), 𝐺) by 𝐺, where 𝐺 acts by conjugation. Note that it might be reducible while it
is called variety. Thus, Hom(𝜋1(𝑋), 𝐺) → 𝑀𝐵 (𝜋1(𝑋), 𝐺) is surjective. For any representation
𝜚 : 𝜋1(𝑋) → 𝐺 (C), we write [𝜚] to denote its image in 𝑀𝐵 (𝜋1(𝑋), 𝐺). We list some properties of
character varieties which will be used in this paper, and we refer the readers to the comprehensive
paper [Sik12] for more details.

Let 𝐾 be any algebraically closed field of characteristic zero containing 𝑘 . A representation
𝜚 : 𝜋1(𝑋) → 𝐺 (𝐾) is called reductive if the Zariski closure of 𝜚(𝜋1(𝑋)) is a reductive group. In
particular, Zariski dense representations in Hom(𝜋1(𝑋), 𝐺) (𝐾) are reductive for 𝐺 is reductive.

By [Sik12, Theorem 30], the orbit of any representation 𝜚 in Hom(𝜋1(𝑋), 𝐺) (𝐾) is closed if
and only if 𝜚 is reductive. Two reductive representations 𝜚, 𝜚′ are conjugate under 𝐺 (𝐾) if and
only if [𝜚] = [𝜚′].

A reductive representation 𝜚 : 𝜋1(𝑋) → 𝐺 (𝐾) is rigid if the irreducible component of
𝑀𝐵 (𝜋1(𝑋), 𝐺) containing [𝜚] is zero dimensional, otherwise it is called non-rigid. For a rigid
reductive representation 𝜚, by above arguments any continuous deformation 𝜚′ : 𝜋1(𝑋) → 𝐺 (𝐾)
of 𝜚 which is reductive is conjugate to 𝜚 under 𝐺 (𝐾).

7.3. Rigid representations underlie C-VHS

We will prove that any rigid representation underlies a C-VHS. We refer the readers to [Moc06,
§3.1.3] for the definition of 𝜇𝐿-stability of regular filtered Higgs bundles with respect to some
ample polarization 𝐿.
Theorem 7.3.1. — Let 𝑋 be a quasi-projective manifold. Let 𝜎 : 𝜋1(𝑋) → 𝐺 (C) be a Zariski
dense representation where𝐺 is a reductive algebraic group over C. If 𝜎 is rigid, then 𝜎 underlies
a C-VHS.
Proof. — Fixing a faithful representation 𝐺 → GL𝑁 , 𝜎 induces a representation 𝜚 : 𝜋1(𝑋) →
GL𝑁 (C) whose Zariski closure is 𝐺.

Step 1. We may assume that 𝜚 is a simple representation. Since the Zariski closure of 𝜚 is
𝐺, it follows that 𝜚 is semisimple and thus 𝜚 = ⊕ℓ

𝑖=0𝜚𝑖 where 𝜚𝑖 : 𝜋1(𝑋) → 𝐺𝐿 (𝑉𝑖) is a simple
representation with ⊕ℓ

𝑖=0𝑉𝑖 = C
𝑁 . Let𝐺𝑖 ⊂ 𝐺𝐿 (𝑉𝑖) be the Zariski closure of 𝜚𝑖 which is reductive.

Then 𝐺 :=
∏ℓ
𝑖=0𝐺𝑖 , and it follows that 𝑀𝐵 (𝑋, 𝐺) =

∏ℓ
𝑖=1 𝑀𝐵 (𝑋, 𝐺𝑖). Since [𝜚] is an isolated

point in 𝑀𝐵 (𝑋, 𝐺), it implies that each [𝜚𝑖] is an isolated point hence rigid. We thus can assume
that 𝜚 : 𝜋1(𝑋) → GL𝑁 (C) is a simple representation to prove the theorem.
Step 2. Higgs field and scaling by a real number. Take a projective compactification 𝑋 of 𝑋
so that 𝐷 := 𝑋\𝑋 is a simple normal crossing divisor. Fix an ample polarization 𝐿 on 𝑋 . By
Theorem 1.4.5, we can find a tame purely imaginary harmonic bundle (𝐸, 𝜃, ℎ) with monodromy
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𝜚 by Theorem 1.4.5. Then, we can let (E∗, 𝜃) be the associated regular filtered Higgs bundle of
(𝐸, 𝜃, ℎ) on the log pair (𝑋, 𝐷) defined in Theorem 7.1.2. This filtered Higgs bundle is 𝜇𝐿-stable
regular filtered Higgs bundle with trivial characteristic numbers.

Let 𝑡 be a real number in ]0, 1]. Then (E∗, 𝑡𝜃) is also 𝜇𝐿-stable with trivial characteristic
numbers. By the Kobayashi-Hitchin correspondence [Moc06, Theorem 9.4], there is a pluri-
harmonic metric ℎ𝑡 for (𝐸, 𝑡𝜃) which is adapted to the parabolic structure of (E∗, 𝑡𝜃). In par-
ticular, (𝐸, 𝑡𝜃, ℎ𝑡 ) is a tame harmonic bundle. It is moreover pure imaginary since 𝑡 is real.
Hence the associated monodromy representation 𝜚𝑡 : 𝜋1(𝑋) → GL𝑁 (C) of the flat connection
D𝑡 := ∇ℎ𝑡 + 𝑡𝜃 + (𝑡𝜃)†

ℎ𝑡
is semisimple by Theorem 1.4.5. Here ∇𝑡 is the Chern connection of

(𝐸, ℎ𝑡 ). By [Moc06, Lemma 10.10], the Zariski closure of 𝜚𝑡 coincides with that of 𝜚, hence is
also 𝐺. Hence [𝜚𝑡 ] ∈ 𝑀𝐵 (𝜋1(𝑋), 𝐺) (C).
Step 3. Existence of isometries between the deformations. By the proofs of [Moc06, Theorem 10.1
& Lemma 10.11], we know that the map

]0, 1] → 𝑀𝐵 (𝜋1(𝑋), 𝐺) (C)
𝑡 ↦→ [𝜚𝑡 ]

is continuous, where we endow the complex affine variety 𝑀𝐵 (𝜋1(𝑋), 𝐺) (C) with the analytic
topology. Since [𝜚] ∈ 𝑀𝐵 (𝑋, 𝐺) (C) is isolated and 𝜚𝑡 is reductive, it follows that 𝜚𝑡 is conjugate
to 𝜚. This implies that 𝜚𝑡 is also simple for each 𝑡 ∈]0, 1]. Let 𝑉 be the underlying smooth vector
bundle of 𝐸 . Fix some 𝑡 ∈]0, 1[. One can thus construct a smooth automorphism 𝜑 : 𝑉 → 𝑉 so that
D𝑡 = 𝜑

∗D1 := 𝜑−1D1𝜑. Hence 𝜑∗ℎ defined by 𝜑∗ℎ(𝑢, 𝑣) := ℎ(𝜑(𝑢), 𝜑(𝑣)) is the harmonic metric
for the flat bundle (𝑉, 𝜑∗D1) = (𝑉,D𝑡 ). By the unicity of harmonic metric of simple flat bundle in
Theorem 1.4.5, there is a constant 𝑐 > 0 so that 𝑐𝜑∗ℎ = ℎ𝑡 . Let us replace the automorphism 𝜑 of
𝑉 by

√
𝑐𝜑 so that we will have 𝜑∗ℎ = ℎ𝑡 .

Step 4. 𝜃 is nilpotent. Since the decomposition of D𝑡 with respect to the metric ℎ𝑡 into a sum of
unitary connection and self-adjoint operator of 𝑉 is unique, it implies that

∇ℎ𝑡 = ∇𝜑∗ℎ = 𝜑
∗∇ℎ

𝑡𝜃 + (𝑡𝜃)†
ℎ𝑡

= 𝜑∗(𝜃 + 𝜃†
ℎ
).

Since 𝐸 = (𝑉,∇0,1
ℎ

) = (𝑉,∇(0,1)
ℎ𝑡

), the first equality means that 𝜑 is a holomorphic isomorphism
of 𝐸 . The second one implies that

𝑡𝜃 = 𝜑∗𝜃 := 𝜑−1𝜃𝜑.(7.3.0.1)

Let 𝑇 be a formal variable. Consider the characteristic polynomial

det(𝑇 − 𝜑−1𝜃𝜑) = det(𝑇 − 𝜃) = 𝑇𝑁 + 𝑎1𝑇
𝑁−1 + · · · + 𝑎0

with 𝑎𝑖 ∈ 𝐻0(𝑋,Ω𝑖
𝑋
(log𝐷)). Note that

det(𝑇 − 𝑡𝜃) = 𝑇𝑁 + 𝑡𝑎1𝑇
𝑁−1 + · · · + 𝑡𝑁𝑎0.

By (7.3.0.1) and 𝑡 ∈ (0, 1), it follows that 𝑎𝑖 ≡ 0 for each 𝑖 = 1, . . . , 𝑁 . Hence 𝜃 is nilpotent.

Step 5. Scaling of 𝜃 by an element of𝑈 (1). By the previous step, (𝐸, 𝜃, ℎ) has nilpotent residues in
the sense of Definition 1.4.4. Then for any 𝜆 ∈ 𝑈 (1), (𝐸, 𝜆𝜃, ℎ) also has nilpotent residues, hence
is tame pure imaginary harmonic bundle. We apply [Moc06, Lemmas 10.9 & 10.10] to conclude
that for the monodromy representation 𝜚𝜆 of the flat connection D𝜆 := ∇ℎ + 𝜆𝜃 + 𝜆𝜃†ℎ, its Zariski
closure is also 𝐺, which implies that 𝜚𝜆 is reductive. Hence [𝜚𝜆] ∈ 𝑀𝐵 (𝜋1(𝑋), 𝐺) (C). As 𝜚𝜆
is a continuous deformation of 𝜚 in Hom(𝜋1(𝑋), 𝐺) (C) and [𝜚] ∈ 𝑀𝐵 (𝑋, 𝐺) (C) is isolated, it
follows that 𝜚𝜆 is conjugate to 𝜚.

Step 6. End of proof. The rest of the proof is exactly the same as [BDDM22, Proposition 4.8];
we provide it for completeness sake. Now fix 𝜆 ∈ 𝑈 (1) which is not root of unity. By the same
argument as above, there is a a smooth automorphism 𝜙 : 𝑉 → 𝑉 so that D𝜆 = 𝜙∗D1 := 𝜙−1D1𝜙
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and 𝜙∗ℎ = ℎ. Moreover,
∇ℎ = ∇𝜙∗ℎ = 𝜙∗∇ℎ

𝜆𝜃 + 𝜆𝜃†
ℎ
= 𝜙∗(𝜃 + 𝜃†

ℎ
).

In other words, 𝜙 : (𝐸, ℎ) → (𝐸, ℎ) is a holomorphic automorphism which is moreover an
isometry. Moreover, 𝜙∗𝜃 = 𝜆𝜃. Consider the prolongation ⋄𝐸ℎ over 𝑋 via norm growth defined in
§ 1.4. Since 𝜙 : (𝐸, ℎ) → (𝐸, ℎ) is an isometry, it thus extends to a holomorphic isomorphism
⋄𝐸ℎ → ⋄𝐸ℎ, which we still denote by 𝜙. Recall that (𝐸, 𝜃, ℎ) and (𝐸, 𝜆𝜃, ℎ) is tame, we thus have
the following commutative diagram

⋄𝐸ℎ ⋄𝐸ℎ ⊗ Ω
𝑋
(log𝐷)

⋄𝐸ℎ ⋄𝐸ℎ ⊗ Ω
𝑋
(log𝐷).

𝜆𝜃

𝜙 𝜙⊗id

𝜃

Let 𝑇 be a formal variable. Consider the polynomial det(𝜙 − 𝑇) = 0 of 𝑇 . Since its coefficients
are holomorphic functions defined over 𝑋 , they are all constant. Let 𝜂 be an eigenvalue of
det(𝜙 − 𝑇) = 0. Consider the generalized eigenspace ⋄𝐸ℎ,𝜂 defined by ker(𝜙 − 𝜂)ℓ = 0 for some
sufficiently big ℓ. One can check that 𝜃 : ⋄𝐸ℎ,𝜂 → ⋄𝐸ℎ,𝜆−1𝜂 ⊗ Ω

𝑋
(log𝐷). Since 𝜆 is not root of

unity, the eigenvalues of 𝜙 break up into a finite number of chains of the form 𝜆𝑖𝜂, . . . , 𝜆− 𝑗𝜂 so
that 𝜆𝑖+1𝜂 and 𝜆− 𝑗−1𝜂 are not eigenvalues of 𝜙. Therefore, there is decomposition ⋄𝐸ℎ = ⊕𝑚

𝑖=0
⋄𝐸𝑖

so that
𝜃 : ⋄𝐸𝑖 → ⋄𝐸𝑖+1 ⊗ Ω

𝑋
(log𝐷).

In the language of [Den22, Definition 2.10] (⋄𝐸ℎ = ⊕𝑚
𝑖=0𝐸𝑖 , 𝜃) is a system of log Hodge bundles.

One can apply [Den22, Proposition 2.12] to show that the harmonic metric ℎ is moreover a Hodge
metric in the sense of [Den22, Definition 2.11], i.e. ℎ(𝑢, 𝑣) = 0 if 𝑢 ∈ 𝐸𝑖 |𝑋 and 𝑣 ∈ 𝐸 𝑗 |𝑋 with
𝑖 ≠ 𝑗 . Hence by [Sim88, §8], (𝐸, 𝜃, ℎ) corresponds to a complex variation of Hodge structures in
𝑋 . This proves the theorem. □

Remark 7.3.2. — The above theorem has been known to us for the following cases: when 𝑋 is
projective, it is proved by Simpson [Sim92]; when 𝜎 has quasi-unipotent monodromies at infinity
and 𝐺 = SL𝑛, it is proved by Corlette-Simpson [CS08]; when 𝐺 = GL𝑁 and the corresponding
harmonic bundle of 𝜎 has nilpotent residues at infinity, it is proved in [BDDM22]. In Steps 1-4 of
the above proof we utilise Mochizuki’s work to prove that 𝜃 is nilpotent.



CHAPTER 8

PROOF OF THEOREM A

In this section, we prove our first main result of this paper.

8.1. Existence of unbounded representations

We first prove a theorem on constructing unbounded representation in almost simple algebraic
groups over non-archimedean local field. This refines a previous result in [Yam10, §4.2].
Proposition 8.1.1. — Let 𝑋 be a quasi-projective manifold and let𝐺 be an almost simple algebraic
group defined over C. Assume that there is a Zariski dense, non-rigid representation 𝜚 : 𝜋1(𝑋) →
𝐺 (C), then there is a Zariski dense, unbounded representation 𝜚′ : 𝜋1(𝑋) → 𝐺 (𝐹) where 𝐹 is
some non-archimedean local field of zero characteristic. If moreover 𝜚 is big, then 𝜚′ is taken to
be big.

Before prove this, we prepare two lemmas.
Lemma 8.1.2. — Let 𝐺 be an almost simple algebraic group over a field 𝐾 of characteristic zero.
Then its Lie algebra Lie(𝐺) is simple.
Proof. — Since 𝐺 is almost simple, Lie(𝐺) is semi-simple thanks to the assumption char(𝐾) = 0
(cf. [Mil17, Prop 4.1.]). We may decompose as Lie(𝐺) = 𝔤1 ⊕ · · · ⊕ 𝔤𝑟 , where 𝔤𝑖 is a simple ideal
of Lie(𝐺). We need to show 𝑟 = 1. So assume contrary that 𝑟 > 1. Then 𝔤1 ⊂ Lie(𝐺) is neither
trivial nor Lie(𝐺) itself. Set 𝐻 = 𝐶𝐺 (𝔤2 ⊕ · · · ⊕ 𝔤𝑟 ), which is a subgroup of 𝐺 defined by

𝐶𝐺 (𝔤2 ⊕ · · · ⊕ 𝔤𝑟 ) = (𝑅 { 𝑔 ∈ 𝐺 (𝑅) | 𝑔𝑥 = 𝑥 for all 𝑥 ∈ 𝔤2 ⊕ · · · ⊕ 𝔤𝑟 (𝑅))
for all 𝑘-algebra 𝑅 (cf. [Mil17, Proposition 3.40]). It means that 𝐻 acts trivially on 𝔤2 ⊕ · · · ⊕ 𝔤𝑟 .
Then Lie(𝐻) = 𝔤1. Let 𝐻0 ⊂ 𝐻 be the identity component of 𝐻. Then Lie(𝐻0) = Lie(𝐻) = 𝔤1.
Hence Lie(𝐻0) ⊂ Lie(𝐺) is an ideal. Hence 𝐻0 ⊂ 𝐺 is normal (cf. [Mil17, Thm 3.31]), which
is neither trivial nor 𝐺 itself. Since 𝐺 is almost simple, this is a contradiction. Thus 𝑟 = 1 and
Lie(𝐺) is simple. □

Lemma 8.1.3. — Let𝐺 be an almost simple algebraic group defined over a field𝐾 of characteristic
zero. Let Ad : 𝐺 → Aut(Lie(𝐺)) be the adjoint representation. Let 𝑊 ⊂ Lie(𝐺) be a 𝐾-linear
subspace which is 𝐺-invariant. Then either𝑊 = Lie(𝐺) or𝑊 = {0}.
Proof. — Write 𝔤 := Lie(𝐺). Consider the adjoint representation𝐺 → GL𝔤. For any 𝐾-subspace
𝑃 of 𝑉 , the functor

𝑅⇝ {𝑔 ∈ 𝐺 (𝑅) | 𝑔𝑃𝑅 = 𝑃𝑅} for all 𝐾-algebra 𝑅

is a subgroup of 𝐺, denoted 𝐺𝑃. Then by our assumption 𝐺𝑊 = 𝐺. By [Mil17, Proposition 3.38],
it follows that Lie(𝐺𝑊 ) = Lie(𝐺)𝑊 , where

Lie(𝐺)𝑊 := {𝑥 ∈ 𝔤 | ad(𝑥) (𝑊) ⊂ 𝑊}.
In other words, [𝑥, 𝑦] ∈ 𝑊 for all 𝑥 ∈ 𝔤, 𝑦 ∈ 𝑊 , i.e.,𝑊 ⊂ 𝔤 is an ideal. Note that 𝔤 is a simple Lie
algebra. Hence𝑊 = 𝔤 or𝑊 = {0}. □

Proof of Proposition 8.1.1. — Since 𝐺 is almost simple, by the classification of almost sim-
ple linear algebraic groups defined over C, 𝐺 is isogenous to exactly one of the following:
𝐴𝑛, 𝐵𝑛, 𝐶𝑛, 𝐷𝑛, 𝐸6, 𝐸7, 𝐸8, 𝐹4, 𝐺2. Therefore, 𝐺 is defined over some number field 𝑘 ⊂ Q̄.
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Moreover, it is absolutely almost simple, i.e. for any field extension 𝐿/𝑘 , the base change 𝐺𝐿 is
also an almost simple algebraic group over 𝐿.

Since 𝜋1(𝑋) is finitely presented, there exists an affine scheme 𝑅 defined over 𝑘 such that
𝑅(𝐿) = Hom(𝜋1(𝑋), 𝐺 (𝐿))

for every field extension 𝐿/𝑘 . This space is defined as follows: We choose generators 𝛾1, . . . , 𝛾ℓ
for 𝜋1(𝑋). Let R be the set of relations among the generators 𝛾𝑖 . Then

𝑅 ⊂ 𝐺 × · · · × 𝐺︸         ︷︷         ︸
ℓ times

is the closed subscheme defined by the equations 𝑟 (𝑚1, . . . , 𝑚ℓ) = 1 for 𝑟 ∈ R. A representation
𝜏 : 𝜋1(𝑋) → 𝐺 (𝐿) corresponds to the point (𝑚1, . . . , 𝑚ℓ) ∈ 𝑅(𝐿) with 𝑚𝑖 = 𝜏(𝛾𝑖). Note that 𝑅
is an affine scheme, since it is a closed subscheme of an affine variety.
Claim 8.1.4. — There exists a Zariski closed subset 𝐸 ⊂ 𝑅 defined over 𝑘 with the following
property: Let 𝐿 be a field extension of 𝑘 and 𝜏 : 𝜋1(𝑋) → 𝐺 (𝐿) be a representation such that
𝜏(𝜋1(𝑋)) is infinite. Then 𝜏(𝜋1(𝑋)) is not Zariski dense in 𝐺 (𝐿) if and only if the corresponding
point [𝜏] ∈ 𝑅(𝐿) satisfies [𝜏] ∈ 𝐸 (𝐿).
Proof of Claim 8.1.4. — A stronger result is proved in [AB94, Proposition 8.2]. Here we give a
proof for the sake of completeness. Consider the adjoint action 𝐺 ↷ Lie(𝐺) which is defined
over 𝑘 . This action induces the action 𝐺 ↷ Gr𝑑 (Lie(𝐺) over 𝑘 , where 0 < 𝑑 < dim𝐺. Here
Gr𝑑 (Lie(𝐺) is the grassmannian variety, which we denote by 𝑋𝑑 . Recall that 𝐺𝐿 is almost simple
for the extension 𝐿 of 𝑘 . We remark that the action 𝐺 (𝐿) ↷ 𝑋𝑑 (𝐿) has no fixed point. Indeed if
there exists a fixed point [𝑃] ∈ 𝑋𝑑 (𝐿), where 𝑃 ⫋ Lie(𝐺)𝐿 is a 𝑑-dimensional subspace defined
over 𝐿, we get a𝐺 (𝐿) invariant subspace 𝑃 ⊂ Lie(𝐺)𝐿 = Lie(𝐺𝐿) which is impossible by Lemma
8.1.3. On the other hand, if 𝐻 ⊂ 𝐺𝐿 is an algebraic subgroup of dimension 𝑑, then 𝐻 (𝐿) fixes the
point [Lie(𝐻)] ∈ 𝑋𝑑 (𝐿).

Let 𝑆 = {𝛾1, . . . , 𝛾𝑙} ⊂ 𝜋1(𝑋) be a finite subset which generates 𝜋1(𝑋). We define a Zariski
closed subset𝑊𝑑 ⊂ 𝑋𝑑 × 𝐺𝑆 by

𝑊𝑑 = {(𝑥, ℎ1, . . . , ℎ𝑙); ℎ𝑖𝑥 = 𝑥,∀𝑖 ∈ {1, . . . , 𝑙}}.
Then if a representation 𝜏 : 𝜋1(𝑋) → 𝐺 (𝐿) satisfies 𝜏(𝜋1(𝑋)) ⊂ 𝐻 (𝐿) for some algebraic
subgroup of dimension 𝑑, where 0 < 𝑑 < dim𝐺, then we have ( [Lie(H)], 𝜏(𝛾1), . . . , 𝜏(𝛾𝑙)) ∈
𝑊𝑑 (𝐿).

Let 𝑝 : 𝑋𝑑 × 𝐺𝑆 → 𝐺𝑆 be the projection. Then 𝑝 is a proper map, for 𝑋𝑑 is complete. Hence
𝑝(𝑊𝑑) ⊂ 𝐺𝑆 is a Zariski closed subset defined over 𝑘 . We set 𝐸𝑑 = 𝑝(𝑊𝑑) ∩ 𝑅, which is a Zariski
closed subset of 𝑅. Hence if a representation 𝜏 : 𝜋1(𝑋) → 𝐺 (𝐿) satisfies 𝜏(𝜋1(𝑋)) ⊂ 𝐻 (𝐿) for
some algebraic subgroup of dimension 𝑑, then the corresponding point satisfies [𝜏] ∈ 𝐸𝑑 (𝐿).

Now let 𝜏 : 𝜋1(𝑋) → 𝐺 (𝐿) be a representation such that 𝜏(𝜋1(𝑋)) is infinite. Assume first that
𝜏(𝜋1(𝑋)) is not Zariski dense in 𝐺 (𝐿). Let 𝐻 ⊂ 𝐺 be the Zariski closure of 𝜏(𝜋1(𝑋)) ⊂ 𝐺 (𝐿).
Then 𝐻 is defined over 𝐿. Since 𝜏(𝜋1(𝑋)) is infinite, we have 𝑑 = dim𝐻 > 0. Then by the above
consideration, we have [𝜏] ∈ 𝐸𝑑 (𝐿). Next suppose [𝜏] ∈ 𝐸𝑑 (𝐿) for some 𝑑 with 0 < 𝑑 < dim𝐺.
Then by 𝐸𝑑 (𝐿) ⊂ 𝑝(𝑊𝑑 (𝐿)), there exists a 𝑑-dimensional 𝐿-subspace 𝑃 ⊂ Lie(𝐺)𝐿 such that
( [𝑃], 𝜏(𝛾1), . . . , 𝜏(𝛾𝑙)) ∈ 𝑊𝑑 (𝐿). Hence 𝜏(𝜋1(𝑋)) fixes the point [𝑃] ∈ 𝑋𝑑 (𝐿). If 𝜏(𝜋1(𝑋)) ⊂
𝐺 (𝐿) is Zariski dense, then 𝐺 (𝐿) also fixes [𝑃] ∈ 𝑋𝑑 (𝐿). This is impossible as we see above.
Hence 𝜏(𝜋1(𝑋)) ⊂ 𝐺 (𝐿) is not Zariski dense.

We set 𝐸 = 𝐸1 ∪ · · · ∪ 𝐸dim𝐺−1. This concludes the proof of the claim. □

Now we return to the proof of the proposition. The group 𝐺 acts on 𝑅 by simultaneous
conjugation. Put 𝑀 = 𝑅//𝐺, and let 𝑝 : 𝑅 → 𝑀 be the quotient map which is surjective. Then
𝑀 is an affine scheme defined over 𝑘 . Let 𝜚 ∈ 𝑅(C) be the point which correspond to the Zariski
dense representation 𝜚 : 𝜋1(𝑋) → 𝐺 (C).

Let 𝑊 be the set of words in 𝑥1, . . . , 𝑥ℓ . Given 𝑤 ∈ 𝑊 , we define a closed subscheme 𝑍𝑤 ⊂ 𝑅

defined by 𝑍𝑤 = {(𝑚1, . . . , 𝑚ℓ) ∈ 𝑅; 𝑤(𝑚1, . . . , 𝑚ℓ) = 1}. Then 𝑍𝑤 is defined over 𝑘 .
Let 𝑀 ′ be the irreducible component of 𝑀Q̄ such that [𝜚] ∈ 𝑀 ′(C). Since 𝜚 is non-rigid, one

has dim𝑀 ′ > 0. Let 𝑅′ be the irreducible component of 𝑅Q̄ containing 𝜚. Since 𝑝 : 𝑅Q̄ → 𝑀Q̄ is
surjective, 𝑝 |𝑅′ : 𝑅′ → 𝑀 ′ is surjective. Then 𝑅′ and 𝑀 ′ are defined over some finite extension
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𝐾 of 𝑘 . Note that 𝑅′ and 𝑀 ′ are geometrically irreducible. Let 𝜂 ∈ 𝑅′ be the schematic generic
point. Then 𝐾 (𝜂) is a finitely generated over 𝐾 . Let 𝔎 be a field extension of 𝐾 , which is finitely
generated over 𝐾 , such that an embedding 𝐾 (𝜂) ↩→ 𝔎 exists and that 𝜚 is defined over 𝔎, i.e.,
𝜚 : 𝜋1(𝑋) → 𝐺 (𝔎).

Let 𝑝 be a prime number and let Q𝑝 be the completion. Then since the transcendental degree of
Q𝑝 over Q is infinite and 𝔎 is finitely generated over Q, there exists a finite extension 𝐿/Q𝑝 such
that an embedding 𝔎 ↩→ 𝐿 exists. Then we have [𝜚] ∈ 𝑅(𝐿). Recall that 𝐺𝐿 is almost simple as
an algebraic group defined over 𝐿. We remark that 𝜚 : 𝜋1(𝑋) → 𝐺 (𝐿) is Zariski dense. Thus by
Claim 8.1.4, we have [𝜚] ∉ 𝐸 (𝐿). In particular, we have 𝐸 ⫋ 𝑅.

We define 𝑊𝑜 ⊂ 𝑊 by 𝑤 ∈ 𝑊𝑜 iff 𝑍𝑤 ( 𝐿̄) ∩ 𝑅′( 𝐿̄) ⫋ 𝑅′( 𝐿̄). We note that 𝑊 , hence 𝑊𝑜 is
countable. We may take 𝜂0 ∈ 𝑅′(𝐿) such that the corresponding map 𝜂0 : Spec 𝐿 → 𝑅′ has image
𝜂 ∈ 𝑅′. Then 𝜂0 ∉ 𝑍𝑤 ( 𝐿̄) for all 𝑤 ∈ 𝑊𝑜 and 𝜂0 ∉ 𝐸 ( 𝐿̄).

Since dim𝑀 ′ > 0, there exists a morphism of 𝐿-scheme 𝜓 : 𝑀 ′ → A1 such that the image
𝜓(𝑀 ′) is Zariski dense in A1. Recall that 𝑝 |𝑅′ : 𝑅′ → 𝑀 ′ is surjective. Hence the image
𝜓 ◦ 𝑝(𝑅′) is Zariski dense in A1, and there exists an affine curve 𝐶 ⊂ 𝑅′ defined over 𝐿 such that
the restriction 𝜓 ◦ 𝑝 |𝐶 : 𝐶 → A1 is generically finite and 𝜂0 ∈ 𝐶 (𝐿). Since 𝑅′ is geometrically
irreducible,, one has 𝐶 ⊄ 𝑍𝑤 for all 𝑤 ∈ 𝑊𝑜 and 𝐶 ⊄ 𝐸 . We may take a Zariski open subset
𝑈 ⊂ A1 such that 𝜓 ◦ 𝑝 |𝐶 is finite over 𝑈. Let 𝑥 ∈ 𝑈 (𝐿) be a point, and let 𝑦 ∈ 𝐶 ( 𝐿̄) be a point
over 𝑥. Then 𝑦 is defined over some extension of 𝐿 whose extension degree is bounded by the
degree of 𝜓 ◦ 𝑝 |𝐶 : 𝐶 → A1. Note that there are only finitely many such field extensions. Hence
there exists a finite extension 𝐹/𝐿 such that the points over𝑈 (𝐿) are all contained in 𝐶 (𝐹). Since
𝑈 (𝐿) ⊂ A1(𝐹) is unbounded, the image 𝜓 ◦ 𝑝(𝐶 (𝐹)) ⊂ A1(𝐹) is unbounded.

Let 𝑅0 ⊂ 𝑅(𝐹) be the subset whose points correspond to 𝑝-bounded representations. Let
𝑀0 ⊂ 𝑀 (𝐹) be the image of 𝑅0 under the quotient 𝑝 : 𝑅 → 𝑀 . Then by [Yam10, Lemma
4.2], 𝑀0 is compact. Hence 𝜓(𝑀0) is compact. In particular it is bounded. On the other hand,
𝜓 ◦ 𝑝(𝐶 (𝐹)) ⊂ A1(𝐹) is unbounded. Hence 𝜓 ◦ 𝑝(𝐶 (𝐹))\𝜓(𝑀0) is an uncountable set. Hence
𝐶 (𝐹)\𝑅0 is an uncountable set. Thus we may take 𝑦 ∈ 𝐶 (𝐹) such that 𝑦 ∉ 𝑅0 and 𝑦 ∉ 𝑍𝑤 (𝐹)
for all 𝑤 ∈ 𝑊0 and 𝑦 ∉ 𝐸 (𝐹). Here we note that 𝐶 (𝐹) ∩ 𝑍𝑤 and 𝐶 (𝐹) ∩ 𝐸 is a finite set, hence
∪𝑤∈𝑊𝑜

(𝐶 (𝐹)∩𝑍𝑤)∪ (𝐶 (𝐹)∩𝐸) is a countable set. Let 𝜚′ : 𝜋1(𝑋) → 𝐺 (𝐹) be the representation
which corresponds to 𝑦 ∈ 𝐶 (𝐹) ⊂ 𝑅(𝐹), i.e., [𝜚′] = 𝑦. Then 𝜚′ is a 𝑝-unbounded representation
such that 𝜚′ is Zariski dense or has finite image by Claim 8.1.4.

Next we show ker(𝜚′) ⊂ ker(𝜚). Indeed, every element in ker(𝜚′) is written as 𝑤(𝛾1, . . . , 𝛾ℓ)
for some 𝑤 ∈ 𝑊 . Then [𝜚′] ∈ 𝑍𝑤 . Hence 𝑤 ∉ 𝑊0. Hence 𝑅(𝐹) ⊂ 𝑍𝑤 . In particular [𝜚] ∈ 𝑍𝑤 ,
hence 𝑤(𝛾1, . . . , 𝛾ℓ) ∈ ker(𝜚). This shows ker(𝜚′) ⊂ ker(𝜚). Hence if 𝜚 is big, then 𝜚′ is also
big. In particular, 𝜚′ has infinite image, hence Zariski dense image. This completes the proof of
the proposition. □

Remark 8.1.5. — The idea of the proof of Proposition 8.1.1 goes back to the works of Zuo [Zuo96],
as well as [CS08, Eys04]. On the other hand, we should mention that there are several drawbacks,
when we apply these works to the hyperbolicity problems. In the following, we first briefly review
Zuo’s influential idea to construct unbounded representations from given non-rigid representations.
Indeed the proof of Proposition 8.1.1 is inspired by his idea. Next we discuss the importance of
reducing mod 𝑝. Finally, we highlight the difficult problems that still occurs in proving hyperbolicity
problems using reduction mod 𝑝 methods in [CS08, Eys04].

Assume that 𝜚 : 𝜋1(𝑋) → 𝐺 (C) is non-rigid, where𝐺 is an almost simple algebraic group. For
simplicity we assume 𝜚 : 𝜋1(𝑋) → 𝐺 (𝑘) for some number field 𝑘 . In [Zuo96, CS08, Eys04], it
is explained that we can choose an affine curve 𝑇 ⊂ Hom(𝜋1(𝑋), 𝐺) containing 𝜚 defined over 𝑘
(after we replace 𝑘 by some finite extension) such that 𝜋(𝑇) is non-constant for the GIT quotient 𝜋 :
Hom(𝜋1(𝑋), 𝐺) → 𝑀B(𝜋1(𝑋), 𝐺). Then𝑇 induces a representation 𝜚𝑇 : 𝜋1(𝑋) → 𝐺 (𝑘 [𝑇]) such
that 𝜚 is the composition of 𝜚𝑇 with some 𝜆 𝜚 : 𝑘 [𝑇] → 𝑘 . Let 𝑇 be a projective compactification
of 𝑇 . Since 𝑀𝐵 (𝜋1(𝑋), 𝐺) is affine, there exists a point 𝑥 in 𝑇 such that 𝜋 |𝑇 : 𝑇 → 𝑀𝐵 (𝜋1(𝑋), 𝐺)
cannot extend over 𝑥. Let 𝑣 : 𝑘 (𝑇) → Z be the valuation defined by 𝑥, where 𝑘 (𝑇) is the function
field of 𝑇 , and �𝑘 (𝑇)𝑣 be the completion of 𝑘 (𝑇) with respect to 𝑣. Then we can prove that the
induced representation 𝜚′

𝑇
: 𝜋1(𝑋) → 𝐺 (�𝑘 (𝑇)𝑣) is unbounded based on Procesi’s theorem and is

Zariski dense and big.
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Unfortunately, the field �𝑘 (𝑇)𝑣 is not locally compact, which prevents the application of Gromov-
Schoen’s theory. To address this issue, we can follow the approach mentioned in [Eys04, CS08]
and perform reduction modulo 𝑝 for 𝑇 . To do so, we choose some model T → Spec O𝑘 [ 1

𝑛
] of

𝑇 . For any maximal ideal 𝔭 of O𝑘 [ 1
𝑛
], we consider the base change 𝑇𝔭 of 𝑇 over 𝔭. Then T𝔭

is defined over some finite field F𝔭. For a general 𝔭, 𝜚𝑇 gives rise to a curve of representation
𝜚𝔭 : 𝜋1(𝑋) → 𝐺 (F𝔭 [T𝔭]) which is non-constant. We complete the curve T𝔭 by adding points
𝑃1, . . . , 𝑃𝑘 at infinity. Let F𝑞 be a finite extension of F𝔭 such that 𝑃1, . . . , 𝑃𝑘 are defined over F𝑞.
Each 𝑃𝑖 induces a non-archimedean valuation 𝑣𝑖 on F𝑞 (𝑇𝔭). Denote by �F𝑞 (𝑇𝔭)𝑣𝑖 the completion
of F𝑞 (𝑇𝔭) with respect to the non-archimedean valuation 𝑣𝑖 . Then �F𝑞 (𝑇𝔭)𝑣𝑖 ≃ F𝑞 ((𝑡)) for each
𝑖, and thus they are all locally compact. One can prove that for some 𝑖 = 1, . . . , 𝑘 , the induced
representation 𝜚𝔭,𝑖 : 𝜋1(𝑋) → 𝐺 ( �F𝑞 (𝑇𝔭)𝑣𝑖 ) by 𝜚𝔭 is unbounded.

However, it is presently unknown whether the induced representation 𝜚𝔭,𝑖 : 𝜋1(𝑋) →
𝐺 (F𝑞 ((𝑡))) is big and has a semisimple Zariski closure for general 𝔭. In fact, it is even unclear
whether 𝜚𝔭,𝑖 is reductive. This issue is a critical point in the proof of hyperbolicity of 𝑋 . For
this regards, we should mention that the proofs in [Sun22, Sec. 4.1], [Bru22, Sec. 6.2.1] are
incomplete because of these unfixed problems. We will come back to this issue again later in
Remark 8.3.3.

8.2. Constructing linear representations of fundamental groups of Galois conjugate varieties

Let 𝑋 be a complex smooth projective variety. Recall that given any automorphism 𝜎 ∈
Aut(C/Q), we can form the conjugate variety 𝑋𝜎 defined as the complex variety 𝑋 ×𝜎 SpecC,
that is, by the cartesian diagram

(8.2.0.1)
𝑋𝜎 𝑋

SpecC SpecC

𝜎−1

𝜎∗

It is a smooth projective variety. If 𝑋 is defined by homogeneous polynomials 𝑃1, . . . , 𝑃𝑟 in some
projective space, then 𝑋𝜎 is defined by the conjugates of the 𝑃𝑖 by 𝜎. In this case, the morphism
from 𝑋𝜎 to 𝑋 in the cartesian diagram sends the closed point with coordinates (𝑥0 : . . . : 𝑥𝑛) to the
closed point with homogeneous coordinates

(
𝜎−1 (𝑥0) : . . . : 𝜎−1 (𝑥𝑛)

)
, which allows us to denote

it by 𝜎−1.
The morphism 𝜎−1 : 𝑋𝜎 → 𝑋 is an isomorphism of abstract schemes, but it is not a morphism

of complex varieties. It is important to note that, in general, the fundamental groups of the
complex variety 𝑋 and 𝑋𝜎 may be quite different, as demonstrated by the famous examples of
Serre [Ser64]. Despite this, their algebraic fundamental groups, which are the profinite completions
of the topological fundamental groups, are canonically isomorphic.

The following proposition plays a crucial role in the proof of Theorem A:
Proposition 8.2.1. — Let 𝑋 be a smooth quasi-projective variety and let 𝜌 : 𝜋1(𝑋) → GL𝑛 (C) be
a representation. Let 𝜎 ∈ Aut(C/Q). Then there exists a representation 𝜏 : 𝜋1(𝑋𝜎) → GL𝑛 (C)
such that the Zariki closures satisfy

(8.2.0.2) 𝜌(𝜋1(𝑋))
Zar

= 𝜏(𝜋1(𝑋𝜎))
Zar
.

More precisely, 𝜏 satisfies the following property: If 𝑌 → 𝑋 is a morphism from a smooth
quasi-projective variety 𝑌 , we have

(8.2.0.3) 𝜌(Im[𝜋1(𝑌 ) → 𝜋1(𝑋)])
Zar

= 𝜏(Im[𝜋1(𝑌 𝜎) → 𝜋1(𝑋𝜎)])
Zar
.

In particular, if 𝜌 is big (resp. large), then 𝜏 is big (resp. large).
Proof. — Let 𝛾1, . . . , 𝛾𝑘 ∈ 𝜋1(𝑋) be a system of generators of 𝜋1(𝑋) (as monoid). For 𝑙 =

1, . . . , 𝑘 , we set 𝜌(𝛾𝑙) = (𝑎𝑖 𝑗 (𝛾𝑙))1≤𝑖, 𝑗 ,≤𝑛 ∈ GL𝑛 (C). Let 𝑆 ⊂ C be a finite subset defined by
𝑆 = {𝑎𝑖 𝑗 (𝛾𝑙); 1 ≤ 𝑖, 𝑗 ≤ 𝑛, 1 ≤ 𝑙 ≤ 𝑘}. Let Q(𝑆) ⊂ C be the subfield generated by 𝑆 over Q. Then
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Q(𝑆) is a finitely generated field over Q. By Cassels’ p-adic embedding theorem (cf. [Cas76])
there exist a prime number 𝑝 ∈ N and an embedding 𝜄 : Q(𝑆) ↩→ Q𝑝 such that
(8.2.0.4) |𝜄(𝑎) |𝑝 = 1
for all 𝑎 ∈ 𝑆.

We claim that there exists an isomorphism

𝜇 : Q𝑝
∼→ C

such that 𝜇 ◦ 𝜄(𝑎) = 𝑎 for all 𝑎 ∈ 𝑆, where Q𝑝 is an algebraic closure of Q𝑝. We prove this.
Let 𝐵 ⊂ C be a transcendence basis of C/Q(𝑆) Let 𝐵′ ⊂ Q𝑝 be a transcendence basis of

Q𝑝/𝜄(Q(𝑆)). Then for the cardinality, we have #𝐵 = #𝐵′ = #R. Hence there exists an extension
𝜄1 : Q(𝑆) (𝐵) ↩→ Q𝑝 of 𝜄 such that 𝜄1(Q(𝑆) (𝐵)) = 𝜄(Q(𝑆)) (𝐵′). Since C = Q(𝑆) (𝐵) and
Q𝑝 = 𝜄(Q(𝑆)) (𝐵′), 𝜄1 extends to an isomorphism 𝜄2 : C→ Q𝑝. Then we set 𝜇 = 𝜄−1

2 , which is an
isomorphism such that 𝜇 ◦ 𝜄(𝑎) = 𝑎 for all 𝑎 ∈ 𝑆. By this isomorphism 𝜇, we consider

GL𝑛 (Z𝑝) ⊂ GL𝑛 (Q𝑝) ⊂ GL𝑛 (Q𝑝) = GL𝑛 (C).
By (8.2.0.4), we have 𝜌(𝜋1(𝑋)) ⊂ GL𝑛 (Z𝑝). Thus we may consider 𝜌 as 𝜌 : 𝜋1(𝑋) → GL𝑛 (Z𝑝)

so that
𝜌(𝛾𝑙) = (𝜄(𝑎𝑖 𝑗 (𝛾𝑙)))1≤𝑖, 𝑗 ,≤𝑛 ∈ GL𝑛 (Z𝑝).

Since GL𝑛 (Z𝑝) is a profinite group, 𝜌 extends to 𝜌̂ : �𝜋1(𝑋) → GL𝑛 (Z𝑝), where �𝜋1(𝑋) is the
profinite completion of 𝜋1(𝑋). Note that �𝜋1(𝑋) is the etale fundamental group of 𝑋 and the etale
fundamental groups of 𝑋 and 𝑋𝜎 are naturally isomorphic:

(8.2.0.5) �𝜋1(𝑋) ≃ �𝜋1(𝑋𝜎).
Hence we define 𝜏 : 𝜋1(𝑋𝜎) → GL𝑛 (Q𝑝) by the composite of the followings:

𝜋1(𝑋𝜎) → �𝜋1(𝑋𝜎) ≃ �𝜋1(𝑋)
𝜌
→ GL𝑛 (Z𝑝) ↩→ GL𝑛 (Q𝑝).

Next we prove (8.2.0.2). We first prove

(8.2.0.6) 𝜌̂(�𝜋1(𝑋)) ⊂ 𝜌(𝜋1(𝑋))
Zar ⊂ GL𝑛 (Q𝑝).

Note that 𝜌(𝜋1(𝑋))
Zar ⊂ GL𝑛 (Q𝑝) is Zariski closed, hence 𝑝-adically closed. Since 𝜌̂ : �𝜋1(𝑋) →

GL𝑛 (Z𝑝) is continuous, 𝜌̂−1(𝜌(𝜋1(𝑋))
Zar) ⊂ �𝜋1(𝑋) is a closed subset. Since the image of

𝜋1(𝑋) → �𝜋1(𝑋) is dense and contained in 𝜌̂−1(𝜌(𝜋1(𝑋))
Zar). Hence 𝜌̂−1(𝜌(𝜋1(𝑋))

Zar) = �𝜋1(𝑋).

This shows (8.2.0.6). Hence 𝜌̂(�𝜋1(𝑋))
Zar

⊂ 𝜌(𝜋1(𝑋))
Zar

. The converse inclusion is obvious.
Hence we have

(8.2.0.7) 𝜌(𝜋1(𝑋))
Zar

= 𝜌̂(�𝜋1(𝑋))
Zar

⊂ GL𝑛 (Q𝑝).
Similarly we have

𝜏(𝜋1(𝑋𝜎))
Zar

= 𝜌̂(�𝜋1(𝑋))
Zar

⊂ GL𝑛 (Q𝑝).
Thus we have (8.2.0.2) in GL𝑛 (Q𝑝). Thus (8.2.0.2) holds in GL𝑛 (C).

Finally we take a morphism 𝑌 → 𝑋 from a smooth quasi-projective variety 𝑌 . Then we have a
natural isomorphism �𝜋1(𝑌 ) = �𝜋1(𝑌 𝜎) which commutes with (8.2.0.5):�𝜋1(𝑌 𝜎) �𝜋1(𝑌 )

�𝜋1(𝑋𝜎) �𝜋1(𝑋)

Since the image of Im[𝜋1(𝑌 ) → 𝜋1(𝑋)] → Im[ �𝜋1(𝑌 ) → �𝜋1(𝑋)] is dense, a similar argument for
the proof of (8.2.0.7) yields

𝜌(Im[𝜋1(𝑌 ) → 𝜋1(𝑋)])
Zar

= 𝜌̂(Im[ �𝜋1(𝑌 ) → �𝜋1(𝑋)])
Zar

⊂ GL𝑛 (Q𝑝).
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Similarly we have

𝜏(Im[𝜋1(𝑌 𝜎) → 𝜋1(𝑋𝜎)])
Zar

= 𝜌̂(Im[ �𝜋1(𝑌 ) → �𝜋1(𝑋)])
Zar

⊂ GL𝑛 (Q𝑝).

Hence we get (8.2.0.3) in GL𝑛 (Q𝑝), thus in GL𝑛 (C).
Note that 𝜏(Im[𝜋1(𝑌 𝜎) → 𝜋1(𝑋𝜎)])

Zar
is positive dimensional if and only if 𝜏(Im[𝜋1(𝑌 𝜎) →

𝜋1(𝑋𝜎)]) is infinite. This concludes the last claim of the theorem. □

8.3. Proof of Theorem A

Now we are able to prove the first main result of this paper.
Theorem 8.3.1 (=Theorem A). — Let 𝑋 be a complex quasi-projective normal variety and 𝐺 be
a semi-simple linear algebraic group over C. Suppose that 𝜚 : 𝜋1(𝑋) → 𝐺 (C) is a Zariski dense
and big representation. For any Galois conjugate variety 𝑋𝜎 of 𝑋 under 𝜎 ∈ Aut(C/Q),
(i) there exists a proper Zariski closed subset 𝑍 ⫋ 𝑋𝜎 such that any closed subvariety 𝑉 of 𝑋𝜎

not contained in 𝑍 is of log general type.
(ii) Furthermore, 𝑋𝜎 is pseudo Picard hyperbolic.
Proof. — Using Lemma 1.6.1, we can replace 𝑋 by a desingularization, and thus we may assume
that 𝑋 is smooth. We first prove the theorem for 𝑋 itself. We prove in two steps.

Step 1. We assume that𝐺 is almost simple. Note that𝐺 is isogenous to exactly one of the following:
𝐴𝑛, 𝐵𝑛, 𝐶𝑛, 𝐷𝑛, 𝐸6, 𝐸7, 𝐸8, 𝐹4, 𝐺2, and is defined over some number field 𝐿′. Moreover, it is
absolutely almost simple. We prove the theorem in two cases.
Case 1: 𝜚 is rigid. Since 𝜚 is 𝐺-rigid, it is conjugate to some Zariski dense representation
𝜏 : 𝜋1(𝑋) → 𝐺 (𝐿) where 𝐿 is a finite extension of 𝐿′. Moreover, for every embedding 𝑣 : 𝐿 → C,
the representation 𝑣𝜏 : 𝜋1(𝑋) → 𝐺 (C) is rigid, i.e. [𝑣𝜏] is an isolated point in the complex affine
variety 𝑀𝐵 (𝜋1(𝑋), 𝐺)C.
Case 1.1: Assume that for some non-archimedean place 𝑣 of 𝐿, the associated representation
𝜏𝑣 : 𝜋1(𝑋) → 𝐺 (𝐿𝑣) is unbounded, where 𝐿𝑣 denotes the completion of 𝐿 with respect to 𝑣. Note
that 𝜏𝑣 is still Zariski dense and big, and 𝐺𝐿𝑣 is an absolutely simple algebraic group over 𝐿𝑣 . We
apply Theorems 6.2.1 and 6.5.1 to conclude Theorem 8.3.1.
Case 1.2: Fix a faithful representation 𝐺 → GL𝑁 . Assume that for every non-archimedean place
𝑣 of 𝐿, the associated representation 𝜏𝑣 : 𝜋1(𝑋) → 𝐺 (𝐿𝑣) is bounded. Then there is a factorisation
𝜏 : 𝜋1(𝑋) → GL𝑁 (O𝐿), where O𝐿 is the ring of integers. For every embedding 𝜈 : 𝐿 → C, since
𝜈𝜏 : 𝜋1(𝑋) → 𝐺 (C) is rigid, by virtue of Theorem 7.3.1, 𝜈𝜏 : 𝜋1(𝑋) → GL𝑁 (C) underlies a
C-VHS. We apply [LS18, Proposition 7.1 & Lemma 7.2] to conclude that 𝜏 is a complex direct
factor of a Z-variation of Hodge structures 𝜏′′. Since 𝜏 is big, so is 𝜏′′. Hence the period mapping
𝑝 : 𝑋 → D/Γ of this Z-VHS satisfies dim 𝑋 = dim 𝑝(𝑋), where Γ is the monodromy group. Let
𝑍 ⊂ 𝑋 be a proper Zariski closed subset of 𝑋 so that 𝑝 |𝑋−𝑍 is finite. Then by Theorem 1.7.4, we
obtain the pseudo Picard hyperbolicity of 𝑋 . It follows from [BC20] (see also [CD21]) that any
closed subvariety 𝑉 of 𝑋 not contained in 𝑍 is of log general type.
Case 2: 𝜚 is non-rigid. By Proposition 8.1.1, it follows that there is a Zariski dense, big and
unbounded repsentation 𝜋1(𝑋) → 𝐺 (𝐾) where 𝐾 is some non-archimedean local field of zero
characteristic. By Theorems 6.2.1 and 6.5.1 again, we conclude the proof.

Thus we have proved the theorem for 𝑋 when 𝐺 is almost simple.

Step 2. We treat the general case that𝐺 is semi-simple. Note that𝐺 has only finitely many minimal
normal subgroup varieties 𝐻1, . . . , 𝐻𝑘 , and the multiplication map

𝐻1 × · · · × 𝐻𝑘 → 𝐺

is an isogeny. Each𝐻𝑖 is almost-simple and it is centralized by the remaining ones. Then the product
𝐻1 · · ·𝐻𝑖−1𝐻𝑖+1 · · ·𝐻𝑘 is also a normal subgroup of𝐺. Define𝐺𝑖 := 𝐺/(𝐻1 · · ·𝐻𝑖−1𝐻𝑖+1 · · ·𝐻𝑘).
It follows that the natural map 𝐺 → 𝐺1 × · · · × 𝐺𝑘 is an isogeny. This enables us to replace 𝐺
by 𝐺1 × · · · × 𝐺𝑘 , and the representation 𝜋1(𝑋) → 𝐺1(C) × · · · × 𝐺𝑘 (C) induced by 𝜚 is also
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Zariski dense and big. We use the same letter 𝜚 to denote this representation. Take the projection
𝜚𝑖 : 𝜋1(𝑋) → 𝐺𝑖 (C). Then 𝜚𝑖 is Zariski dense for all 𝑖.

We apply Proposition 2.0.5. Then after passing to an étale cover of 𝑋 , there exists a rational
map 𝑝𝑖 : 𝑋 d 𝑌𝑖 and a big representation 𝜏𝑖 : 𝜋1(𝑌𝑖) → 𝐺𝑖 (C) such that 𝑝∗

𝑖
𝜏𝑖 = 𝜚𝑖 . Then 𝜏𝑖 is

big and Zariski dense. So we may apply Step 1 above to get the proper Zariski closed set 𝑍𝑖 ⫋ 𝑌𝑖
such that Theorem 8.3.1.(ii) holds for 𝑌𝑖 with 𝑍𝑖 the exceptional set. Let 𝑞 : 𝑋 d 𝑌1 × · · · ×𝑌𝑘 be
the natural map and let 𝛼 : 𝑋 d 𝑆 be the quasi-Stein factorisation of 𝑞 (cf. Lemma 2.0.1). Then
𝛼 is birational. Indeed let 𝐹 ⊂ 𝑋 be a general fiber of 𝛼. To show dim 𝐹 = 0, we assume contrary
dim 𝐹 > 0. Since the induced map 𝐹 → 𝑌𝑖 is constant, we have 𝜚𝑖 (Im[𝜋1(𝐹) → 𝜋1(𝑋)]) = {1}.
Hence 𝜚(Im[𝜋1(𝐹) → 𝜋1(𝑋)]) = {1}. This contradicts to the assumption that 𝜚 is big. Hence
dim 𝐹 = 0, so 𝛼 is birational.

Now we set 𝑍 = Ex(𝛼) ∪ (∪𝑖𝑝−1
𝑖
(𝑍𝑖)). Let 𝑓 : D∗ → 𝑋 be holomorphic such that the image

is not contained in 𝑍 . Then by Step 1 above, the map 𝑝𝑖 ◦ 𝑓 : D∗ → 𝑌𝑖 does not have essential
singularity at 0 ∈ D, hence the same holds for 𝛼 ◦ 𝑓 : D∗ → 𝑆. This proves Theorem 8.3.1.(ii) for
𝑋 .

Let us prove Theorem 8.3.1.(i). We will prove the result by induction on 𝑘 . The case 𝑘 = 1 is
proved by Step 1. Assume now the statement is true for 𝑘 −1. For the representation 𝜚′ : 𝜋1(𝑋) →
𝐺2(C)×· · ·×𝐺𝑘 (C) defined by the composition of 𝜚 and the quotient𝐺 (C) → 𝐺2(C)×· · ·×𝐺𝑘 (C),
by Proposition 2.0.5, after we replace 𝑋 by a finite étale cover and a birational proper morphism,
there is a dominant morphism 𝑝 : 𝑋 → 𝑌 (resp. 𝑝1 : 𝑋 → 𝑌1) with connected general
fibers and a big and Zariski dense representation 𝜏 : 𝜋1(𝑌 ) → 𝐺2(C) × · · · × 𝐺𝑘 (C) (resp.
𝜏1 : 𝜋1(𝑌1) → 𝐺1(C)) such that 𝑝∗𝜏 = 𝜚 (resp. 𝑝∗1𝜏1 = 𝜚1). By the induction, there is a proper
Zariski closed set 𝑍0 ⫋ 𝑌 (resp. 𝑍1 ⫋ 𝑌1) such that any closed subvariety 𝑉 ⊄ 𝑍0 (resp. 𝑉1 ⊄ 𝑍1)
is of log general type. As we have seen above, the natural morphism

𝑞 : 𝑋 → 𝑌1 × 𝑌
𝑥 ↦→ (𝑝1(𝑥), 𝑝(𝑥))

satisfies dim 𝑋 = dim 𝑞(𝑋). Let 𝛼 : 𝑋 d 𝑆 be the quasi-Stein factorisation of 𝑞. Then 𝛼 is
birational. Set 𝑍 := 𝑝−1(𝑍0) ∪ 𝑝−1

1 (𝑍1) ∪ Exc(𝛼). Let 𝑉 ⊂ 𝑋 be any closed subvariety not
contained in 𝑍 . Then the closure 𝑝(𝑉) is of log general type. Since 𝑝1(𝑉) ⊄ 𝑍1, 𝑝1(𝐹) is not
contained in 𝑍1 for general fibers 𝐹 of 𝑝 |𝑉 : 𝑉 → 𝑝(𝑉). Hence 𝑝1(𝐹) is of log general type. Note
that 𝛼 |𝐹 : 𝐹 → 𝛼(𝐹) of 𝑝 is generically finite. Hence 𝑝1 |𝐹 : 𝐹 → 𝑝1(𝐹) is also generically finite.
It follows that 𝐹 is also of log general type. We use Fujino’s addition formula for logarithmic
Kodaira dimensions [Fuj17, Theorem 1.9] to show that 𝑉 is of log general type, which proves
Theorem 8.3.1.(i) for 𝑋 . Therefore, we have established the theorem for 𝑋 .

Let 𝜎 ∈ Aut(C/Q). Using Proposition 8.2.1, we can construct a representation 𝜚𝜎 : 𝜋1(𝑋𝜎) →
𝐺 (C) that is also Zariski dense and big, satisfying the conditions of the theorem. Hence, we have
proven the theorem for 𝑋𝜎 . □

Remark 8.3.2. — Note that the condition in Theorem 8.3.1 is sharp. For example, consider an
abelian variety 𝑋 of dimension 𝑛. The representation

Z2𝑛 ≃ 𝜋1(𝑋) → (C∗)2𝑛

(𝑎1, . . . , 𝑎2𝑛) ↦→ (exp(𝑎1), . . . , exp(𝑎2𝑛))
is a Zariski dense representation. However, 𝑋 is not of general type and contains Zariski dense entire
curves. This example demonstrates that the semisimplicity of 𝐺 is necessary for Theorem 8.3.1 to
hold.

Another example to consider is a curve 𝐶 of genus at least 2. There exists a Zariski dense
representation 𝜚 : 𝜋1(𝐶) → 𝐺 (C) where 𝐺 is some semisimple algebraic group over C. The
representation 𝜚 : 𝜋1(𝐶×P1) → 𝐺 (C) is Zariski dense but not big. It is clear that𝐶×P1 is neither
pseudo Brody hyperbolic nor of general type. Thus, the bigness condition in Theorem 8.3.1 is also
essential.
Remark 8.3.3. — Let us conclude this section with some remarks on the proof of Theorem A.
When 𝑋 is projective, proving the bigness of 𝐾𝑋 in [CCE15] is a rather challenging and intricate
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task. It relies on Eyssidieux’s celebrated work [Eys04] on the precise structure of the Shafarevich
morphism for an absolute constructible subset in 𝑀𝐵 (𝜋1(𝑋), 𝐺). Another crucial ingredient in
their proof is the following deep result proven in [Eys04, Proposition 5.4.6] (see also the paragraph
before [CCE15, Lemme 6.1]):
(♠) There exists a finite family of reductive representations into non-Archimedean local fields

lying in the absolutely constructible subsets of the character varieties, such that the generic
rank of spectral one-forms 𝜂1, . . . , 𝜂𝑚 induced by the harmonic mappings associated with
all these representations is equal to the dimension of 𝛼(𝑋sp), where 𝛼 : 𝑋sp → A is the
partial-Albanese morphism defined in Definition 5.4.13.

It should be noted that a similar statement was claimed by Zuo in [Zuo96, p. 149] for a single Zariski
dense and unbounded representation into almost algebraic group defined over a non-archimedean
local field: ≪...Therefore, the complex differential of 𝑢𝜋 gives rise to non-zero holomorphic 1-
forms 𝜔1, . . . , 𝜔𝑙 on 𝑋𝑠. Since 𝜚 is big, by the above factorization theorem the dimension of
Span ⟨𝜔1, . . . , 𝜔𝑙⟩ in Ω1

𝑋𝑠 at the generic point in 𝑋𝑠 is maximal, and is equal to dim 𝑋 =: 𝑛.≫.
It is noteworthy that this claim remains unproven to date. The proof of Item (♠) in [Eys04]
uses a more elaborate version of Simpson’s Lefschetz theorem for leaves defined by one-forms
(see [Eys04, Proposition 5.1.7] and [Sim93]). It was used in [CCE15] to prove that 𝜅(𝑋sp) = 𝜅(𝑋)
when 𝜅(𝑋) = 0.

Zuo also claimed in [Zuo96] that when 𝑋 in Theorem A is projective, 𝐾𝑋 is big. However,
besides the incompleteness of the aforementioned claim, another weak point in his paper is the case
when 𝜚 is non-rigid. In [Zuo96, p. 152], Zuo claimed that ≪a non-rigid representation 𝜚 can be
associated to a representation 𝜚𝑇 over a function field, such that 𝜚𝑇 |𝑡0 = 𝜚 and 𝜚𝑇 is unbounded
with respect to a discrete valuation. Applying Theorem B to those unbounded representations,
we prove Theorem 1≫. A more precise construction of 𝜚𝑇 is already discussed in Remark 8.1.5.
However, since the completion of the function field with respect to a discrete valuation is not
locally compact as 𝑇 is defined over some infinite field, one cannot apply Gromov-Schoen’s theory
of harmonic mappings, and thus [Zuo96, Theorem B] cannot be applied for such unbounded
representations. This particular flaw in the argument leads to the collapse of his proof, resulting
unfortunately several incorrect papers, such as [Sun22]. In [Eys04, CS08], the authors apply the
method of reduction mod 𝑝 to construct unbounded representations over some finite extension of
F𝑝 ((𝑡)) such that Gromov-Schoen’s theory works. But in this case, the new representations might
not big, and the Zariski closure of their image might not be almost simple, as we already discussed
in Remark 8.1.5. Hence one still cannot prove the bigness of 𝐾𝑋 along Zuo’s strategy.

Our proof of Theorem A.(i) does not rely on either item (♠) or the precise structure of Shafarevich
morphisms of quasi-projective varieties (both of which are open problems in the quasi-projective
setting). Instead, we use Proposition 8.1.1 and Theorem 7.3.1 to reduce the proof to either the case
of Z-VHS or the case described in Theorem 6.2.1. This approach has the advantage of avoiding
the reduction mod 𝑝 method used in previous works like [CS08, Eys04].

Another novel aspect of our work is the proof of Theorem 6.2.1, which relies on Theorem 6.5.1
regarding the generalized Green-Griffiths-Lang conjecture, as well as the positivity of the spectral
cover 𝑋sp established in Theorem 6.1.1. By utilizing the techniques developed by Campana-
Păun [CP19], we are able to spread the strong positivity of 𝑋sp to 𝑋 . We believe that our approach
to proving Theorem 6.2.1 provides a new perspective on extending the strong positivity of certain
covers to the original variety.



CHAPTER 9

ON THE GENERALIZED GREEN-GRIFFITHS-LANG
CONJECTURE II

In this section we prove Theorems C and D. We first prove the following lemma.
Lemma 9.0.1. — Let 𝑋 be a quasi-projective normal variety and let 𝜚 : 𝜋1(𝑋) → GL𝑁 (C) be a
reductive and big representation. Then there exist

— a semi-abelian variety 𝐴,
— a smooth quasi projective variety 𝑌 satisfying Spp(𝑌 ) ⫋ 𝑌 and Spalg(𝑌 ) ⫋ 𝑌 ,

— a birational modification 𝑋 ′ → 𝑋 of a finite étale cover 𝑋 → 𝑋 ,
— a morphism 𝑔 : 𝑋 ′ → 𝐴 × 𝑌

such that dim 𝑔(𝑋 ′) = dim 𝑋 ′.
Proof. — Let𝐺 be the Zariski closure of 𝜚which is reductive. Let𝐺0 be the connected component
of 𝐺 which contains the identity element of 𝐺. Then after replacing 𝑋 by a finite étale cover
corresponding to the finite index subgroup 𝜌−1(𝜚(𝜋1(𝑋)) ∩𝐺0(C)) of 𝜋1(𝑋), we can assume that
the Zariski closure 𝐺 of 𝜚 is connected. Hence the radical 𝑅(𝐺) of 𝐺 is a torus, and the derived
group D𝐺 is semisimple or trivial. Write 𝐺2 := 𝐺/D𝐺 and 𝐺1 = 𝐺/𝑅(𝐺). Then 𝐺1 is either
semisimple or trivial and 𝐺2 is a torus. Moreover, the natural morphism 𝐺 → 𝐺1 × 𝐺2 is an
isogeny. Let 𝜚′ : 𝜋1(𝑋) → 𝐺1(C) ×𝐺2(C) be the composition of 𝜚 and𝐺 (C) → 𝐺1(C) ×𝐺2(C).
Then it is also big and Zariski dense. Denote by 𝜚𝑖 : 𝜋1(𝑋) → 𝐺𝑖 (C) the composition of
𝜚 : 𝜋1(𝑋) → 𝐺1(C) × 𝐺2(C) and 𝐺1(C) × 𝐺2(C) → 𝐺𝑖 (C), which is Zariski dense. After
replacing 𝑋 by a finite étale cover, we may assume that 𝐻1(𝑋,Z) is torsion free. Hence 𝜚2 factors
the quasi-albanese map 𝑎 : 𝑋 → 𝐴, i.e., there exists 𝜚′2 : 𝐻1(𝑋,Z) → 𝐺2(C) such that 𝑎∗𝜚′2 = 𝜚2.

If 𝐺1 is not trivial, we apply Proposition 2.0.5. Then after replacing 𝑋 by a finite étale cover
𝜈 : 𝑋 → 𝑋 and a birational modification 𝜇 : 𝑋 ′ → 𝑋 , there exists a dominant morphism
𝑝 : 𝑋 ′ → 𝑌 with connected general fibers and a representation 𝜏 : 𝜋1(𝑌 ) → 𝐺1(C) such that
𝑝∗𝜏 = (𝜈 ◦ 𝜇)∗𝜚1 and 𝜏 is big and Zariski dense. By Theorem A, Spalg(𝑌 ) ⫋ 𝑌 and Spp(𝑌 ) ⫋ 𝑌 .
If 𝐺1 is trivial, then we set 𝑌 to be a point and 𝑝 : 𝑋 ′ → 𝑌 is the constant map. In this case, we
also have Spalg(𝑌 ) ⫋ 𝑌 and Spp(𝑌 ) ⫋ 𝑌 .

Consider the morphism 𝑔 : 𝑋 ′ → 𝐴 × 𝑌 defined by 𝑥 ↦→ (𝑎 ◦ 𝜈 ◦ 𝜇(𝑥), 𝑝(𝑥)). Let 𝛽 : 𝑋 ′ → 𝑆

be the quasi-Stein factorisation of 𝑔 defined in Lemma 2.0.1. Then 𝛽 is birational. Indeed let
𝐹 ⊂ 𝑋 ′ be a general fiber of 𝛽. We shall show dim 𝐹 = 0. Since the induced map 𝐹 → 𝑌

is constant, we have (𝜈 ◦ 𝜇)∗𝜚1(Im[𝜋1(𝐹norm) → 𝜋1(𝑋 ′)]) = {1}. Since the induced map
𝐹 → 𝐴 is constant, we have (𝜈 ◦ 𝜇)∗𝜚2(Im[𝜋1(𝐹norm) → 𝜋1(𝑋 ′)]) = {1}. Therefore, one has
(𝜈 ◦ 𝜇)∗𝜚(Im[𝜋1(𝐹norm) → 𝜋1(𝑋 ′)]) = {1}. Since (𝜈 ◦ 𝜇)∗𝜚 : 𝜋1(𝑋 ′) → 𝐺 is big, we have
dim 𝐹 = 0. Hence 𝛽 is birational. Thus dim 𝑔(𝑋 ′) = dim 𝑆 = dim 𝑋 ′. □

Let us prove Theorem C.
Theorem 9.0.2 (=Theorem C). — Let 𝑋 be a complex smooth quasi-projective variety admitting
a big and reductive representation 𝜚 : 𝜋1(𝑋) → GL𝑁 (C). Then for any automorphism 𝜎 ∈
Aut(C/Q), the following properties are equivalent:

(a) 𝑋𝜎 is of log general type.
(b) Spp(𝑋𝜎) ⫋ 𝑋𝜎 .
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(c) Sph(𝑋𝜎) ⫋ 𝑋𝜎 .
(d) Spsab(𝑋𝜎) ⫋ 𝑋𝜎 .
(e) Spalg(𝑋𝜎) ⫋ 𝑋𝜎 .

Proof. — We use Proposition 8.2.1 to show that it suffices to prove the theorem for 𝑋 itself. We
apply Lemma 9.0.1. Then by replacing 𝑋 with a finite étale cover and a birational modification,
we obtain a smooth quasi-projective variety 𝑌 (might be zero-dimensional), a semiabelian variety
𝐴, and a morphism 𝑔 : 𝑋 → 𝐴 × 𝑌 that satisfy the following properties:

— dim 𝑋 = dim 𝑔(𝑋).
— Let 𝑝 : 𝑋 → 𝑌 be the composition of 𝑔 with the projective map 𝐴 × 𝑌 → 𝑌 . Then 𝑝 is

dominant.
— Spp(𝑌 ) ⫋ 𝑌 and Spalg(𝑌 ) ⫋ 𝑌 .

Therefore, the conditions in Corollary 4.8.8 are satisfied. This yields the two implications: (𝑎) =⇒
(𝑏) and (𝑑) =⇒ (𝑒). By Lemma 4.0.3, we have the implications: (𝑏) =⇒ (𝑐) and (𝑐) =⇒ (𝑑).
Since the implication of (𝑒) =⇒ (𝑎) is direct, we have proved the equivalence of (𝑎), (𝑏), (𝑐),
(𝑑) and (𝑒). □

Theorem 9.0.3 (=Theorem D). — Let 𝑋 be a smooth quasi-projective variety and 𝜚 : 𝜋1(𝑋) →
GL𝑁 (C) be a large and reductive representation. Then for any automorphism 𝜎 ∈ Aut(C/Q),
(i) the four special subsets defined in Definition 0.1.1 are the same, i.e.,

Spalg(𝑋𝜎) = Spsab(𝑋𝜎) = Sph(𝑋𝜎) = Spp(𝑋𝜎).
(ii) These special subsets are conjugate under automorphism 𝜎, i.e.,

Sp•(𝑋𝜎) = Sp•(𝑋)𝜎 ,(9.0.0.1)

where Sp• denotes any of Spsab, Sph, Spalg or Spp.
Proof. — Step 1. Let 𝑌 be a closed subvariety of 𝑋 that is not of log general type. Let 𝜄 : 𝑍 → 𝑌

be a desingularization. Then 𝜄∗𝜚 is big and reductive. By Theorem 9.0.2, we have Spsab(𝑍) = 𝑍 .
Hence 𝑌 ⊂ Spsab(𝑋), which implies Spalg(𝑋) ⊂ Spsab(𝑋).

Step 2. Let 𝑓 : D∗ → 𝑋 be a holomorphic map with essential singularity at the origin. Let 𝑍 be
a desingularization of the Zariski closure of 𝑓 (D∗). Note that the natural morphism 𝜄 : 𝑍 → 𝑋

induces a big and reductive representation 𝜄∗𝜚. Since Spp(𝑍) = 𝑍 , Theorem 9.0.2 implies that
𝑍 is not of log general type. Hence 𝜄(𝑍) ⊂ Spalg(𝑋), which implies Spp(𝑋) ⊂ Spalg(𝑋). By
Lemma 4.0.3 and Step 1, we conclude that Spalg(𝑋) = Spsab(𝑋) = Sph(𝑋) = Spp(𝑋).

Step 3. We use Proposition 8.2.1 to show that there is a large and reductive representation
𝜚𝜎 : 𝜋1(𝑋𝜎) → GL𝑁 (C). By Step 2, we conclude that Spalg(𝑋𝜎) = Spsab(𝑋𝜎) = Sph(𝑋𝜎) =
Spp(𝑋𝜎).

Step 4. A quasi-projective variety 𝑉 is of log general type if and only if its conjugate 𝑉𝜎 is of
log general type. It follows that Spalg(𝑋𝜎) = Spalg(𝑋)𝜎 . By Step 3 we conclude (9.0.0.1). We
complete the proof of the theorem. □

We provide a class of quasi-projective varieties whose fundamental groups have reductive and
large representations.
Proposition 9.0.4. — Let 𝑋 be a normal quasi-projective variety. If 𝑎 : 𝑋 → 𝐴 is a morphism
to a semiabelian variety 𝐴 that satsifies dim 𝑎(𝑋) = dim 𝑋 , then there exists a big and reductive
representation 𝜚 : 𝜋1(𝑋) → GL𝑁 (C). Moreover, if 𝑎 is quasi-finite, then 𝜚 is furthermore large.
Proof. — We start from the following two claims.
Claim 9.0.5. — If 𝐴0 is an abelian variety, then 𝜋1(𝐴0) is large.
Proof of Claim 9.0.5. — Let 𝑍 be any closed positive-dimensional subvariety of 𝐴0. Suppose
that Im[𝜋1(𝑍norm) → 𝜋1(𝐴0)] is finite. Then there is a finite étale cover 𝑌 → 𝑍norm such that
Im[𝜋1(𝑌 ) → 𝜋1(𝐴0)] = {1}. Therefore, the natural morphism𝑌 → 𝐴0 lifts to a holomorphic map
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𝑌 → 𝐴0, where 𝐴0 is the universal covering of 𝐴0 that is isomorphic to C𝑁 . Therefore 𝑌 → 𝐴0 is
constant, a contradiction. □

Claim 9.0.6. — Let 𝑌 be a closed subvariety of 𝑋 . If 𝑎(𝑌 ) is not a point, then Im[𝜋1(𝑌norm) →
𝜋1(𝐴)] is infinite.
Proof of Claim 9.0.6. — Note that 𝐴 admits a short exact sequence

0 → (C∗)𝑘 → 𝐴
𝜋→ 𝐴0 → 0.(9.0.0.2)

Let 𝑍 be the closure of 𝜋 ◦ 𝑎(𝑌 ). If 𝑍 is positive-dimensional, then Im[𝜋1(𝑍norm) → 𝜋1(𝐴0)] is
infinite by Claim 9.0.5. It follows from Lemma 1.6.2 that Im[𝜋1(𝑌norm) → 𝜋1(𝐴)] is also infinite
and the claim is proved.

Assume now 𝜋 ◦ 𝑎(𝑌 ) is a point. Let 𝑊 be the closure of 𝑎(𝑌 ). By (9.0.0.2), 𝑊 is contained
in (C∗)𝑘 . Since 𝑊 is assumed to be positive-dimensional, then it must dominate some factor C∗
of (C∗)𝑘 . By Lemma 1.6.2 again, Im[𝜋1(𝑊norm) → 𝜋1((C∗)𝑘)] is infinite. Since we have the
following short exact sequence:

0 = 𝜋2(𝐴0) → 𝜋1((C∗)𝑘) → 𝜋1(𝐴),
it follows that Im[𝜋1(𝑊norm) → 𝜋1(𝐴)] is infinite. Applying Lemma 1.6.2 once again, we conclude
that Im[𝜋1(𝑌norm) → 𝜋1(𝐴)] is infinite. The claim is proved. □

Since dim(𝑋) = dim 𝑎(𝑋), there exists a proper Zariski closed subset Ξ ⫋ 𝑋 such that 𝑎 |𝑋\Ξ :
𝑋\Ξ → 𝐴 is quasi-finite. Note that Ξ = ∅ if 𝑎 is quasi-finite. Therefore, for any positive-
dimensional closed subvariety 𝑌 with 𝑌 ⊄ Ξ, we have dim(𝑎(𝑌 )) > 0. According to Claim 9.0.6,
we can conclude that Im[𝜋1(𝑌norm) → 𝜋1(𝐴)] is infinite.

Since 𝜋1(𝐴) is abelian, we can embed it faithfully into (C∗)𝑁 ↩→ GL𝑁 (C), where the later is
the diagonal embedding. Thus, the composition 𝜚 : 𝜋1(𝑋) → GL𝑁 (C) with 𝑎∗ : 𝜋1(𝑋) → 𝜋1(𝐴)
is a big representation. Furthermore, when 𝑎 is quasi-finite, 𝜚 is large. As 𝜚(𝜋1(𝑋)) is contained
in (C∗)𝑁 , its Zariski closure is a torus in GL𝑁 (C). Hence, 𝜚 is reductive. This completes the
proof of the proposition. □

Note that Corollary 4.0.2 is incorporated into Theorem 9.0.2 through Proposition 9.0.4.





CHAPTER 10

SOME PROPERTIES OF ℎ-SPECIAL VARIETIES

One can easily see that if 𝑋 is weakly special, then any finite étale cover 𝑋 ′ of 𝑋 is also weakly
special. It is proven by Campana that this result also holds for special varieties.
Theorem 10.0.1 (Campana). — If 𝑋 is special quasi-projective manifold, then any finite étale
cover 𝑋 ′ of 𝑋 is special. Moreover, 𝑋 is weakly special.

For ℎ-special varieties, we have the following.
Lemma 10.0.2. — Let 𝑋 be an ℎ-special quasi-projective variety, and let 𝑝 : 𝑋 ′ → 𝑋 be a finite
étale morphism from a quasi-projective variety 𝑋 ′. Then 𝑋 ′ is ℎ-special.
Proof. — Let ∼′ be the equivalence relation on 𝑋 ′ and 𝑅′ ⊂ 𝑋 ′ × 𝑋 ′ be the set defined by
𝑅′ = {(𝑥′, 𝑦′) ∈ 𝑋 ′ × 𝑋 ′; 𝑥′ ∼′ 𝑦′}. Let 𝑞 : 𝑋 ′ × 𝑋 ′ → 𝑋 × 𝑋 be the induced map.

We shall show 𝑅 ⊂ 𝑞(𝑅′). So let (𝑥, 𝑦) ∈ 𝑅. Then there exists a sequence 𝑓1, . . . , 𝑓𝑙 : C→ 𝑋

such that
𝑥 ∈ 𝑍1, 𝑍1 ∩ 𝑍2 ≠ ∅, . . . , 𝑍𝑙−1 ∩ 𝑍𝑙 ≠ ∅, 𝑦 ∈ 𝑍𝑙,

where 𝑍𝑖 ⊂ 𝑋 is the Zariski closure of 𝑓𝑖 (C) ⊂ 𝑋 . Let 𝑍norm
𝑖

→ 𝑍𝑖 be the normalization. Then
we may take a connected component𝑊𝑖 of 𝑍norm

𝑖
×𝑋 𝑋 ′ such that

(10.0.0.1) 𝜑1(𝑊1) ∩ 𝜑2(𝑊2) ≠ ∅, . . . , 𝜑𝑙−1(𝑊𝑙−1) ∩ 𝜑𝑙 (𝑊𝑙) ≠ ∅,
where 𝜑𝑖 : 𝑊𝑖 → 𝑋 ′ is the natural map. Note that the induced map 𝑊𝑖 → 𝑍norm

𝑖
is étale. Hence

𝑊𝑖 is normal. Since𝑊𝑖 is connected,𝑊𝑖 is irreducible (cf. [Sta22, Tag 0357]). Since 𝑓𝑖 : C→ 𝑍𝑖
is Zariski dense, we have a lift 𝑓 ′

𝑖
: C → 𝑍norm

𝑖
. Since 𝑊𝑖 → 𝑍norm

𝑖
is finite étale, we may take

a lift 𝑔𝑖 : C → 𝑊𝑖 , which is Zariki dense. Then 𝜑𝑖 ◦ 𝑔𝑖 : C → 𝑋 ′ has Zariski dense image in
𝜑𝑖 (𝑊𝑖) ⊂ 𝑋 ′.

We take 𝑎 ∈ 𝑊1 and 𝑏 ∈ 𝑊𝑙 such that 𝑝 ◦ 𝜑1(𝑎) = 𝑥 and 𝑝 ◦ 𝜑𝑙 (𝑏) = 𝑦. Then
𝑞((𝜑1(𝑎), 𝜑𝑙 (𝑏))) = (𝑥, 𝑦). We have 𝜑1(𝑎) ∈ 𝜑1(𝑊1) and 𝜑𝑙 (𝑏) ∈ 𝜑𝑙 (𝑊𝑙). Hence by (10.0.0.1),
we have (𝜑1(𝑎), 𝜑𝑙 (𝑏)) ∈ 𝑅′. Thus 𝑅 ⊂ 𝑞(𝑅′).

Now let 𝑅′ ⊂ 𝑋 ′ × 𝑋 ′ be the Zariski closure. To show 𝑅′ = 𝑋 ′ × 𝑋 ′, we assume contrary
that 𝑅′ ≠ 𝑋 ′ × 𝑋 ′. Then dim𝑅′ < 2 dim 𝑋 ′. This contradicts to 𝑋 × 𝑋 = 𝑅 ⊂ 𝑞(𝑅′). Hence
𝑅′ = 𝑋 ′ × 𝑋 ′. □

Lemma 10.0.3. — Let 𝑋 be an ℎ-special quasi-projective variety. Let 𝑆 be a quasi-projective
variety and let 𝑝 : 𝑋 → 𝑆 be a dominant morphism. Then 𝑆 is ℎ-special.
Proof. — Let ∼𝑆 be the equivalence relation on 𝑆 and 𝑅𝑆 ⊂ 𝑆 × 𝑆 be the set defined by 𝑅𝑆 =

{(𝑥′, 𝑦′) ∈ 𝑆 × 𝑆; 𝑥′ ∼𝑆 𝑦′}. Let 𝑞 : 𝑋 × 𝑋 → 𝑆 × 𝑆 be the induced map. Then 𝑞 is dominant.
We shall show 𝑞(𝑅) ⊂ 𝑅𝑆 . Indeed let 𝑞((𝑥, 𝑦)) ∈ 𝑞(𝑅), where (𝑥, 𝑦) ∈ 𝑅. Then there exists a

sequence 𝑓1, . . . , 𝑓𝑙 : C→ 𝑋 such that
𝑥 ∈ 𝑍1, 𝑍1 ∩ 𝑍2 ≠ ∅, . . . , 𝑍𝑙−1 ∩ 𝑍𝑙 ≠ ∅, 𝑦 ∈ 𝑍𝑙,

where 𝑍𝑖 ⊂ 𝑋 is the Zariski closure of 𝑓𝑖 (C) ⊂ 𝑋 . Then the Zariski closure of 𝑝 ◦ 𝑓𝑖 : C→ 𝑆 is
𝑝(𝑍𝑖). We have

𝑝(𝑥) ∈ 𝑝(𝑍1), 𝑝(𝑍1) ∩ 𝑝(𝑍2) ≠ ∅, . . . , 𝑝(𝑍𝑙−1) ∩ 𝑝(𝑍𝑙) ≠ ∅, 𝑝(𝑦) ∈ 𝑝(𝑍𝑙).
Hence (𝑝(𝑥), 𝑝(𝑦)) ∈ 𝑅𝑆 . Thus 𝑞(𝑅) ⊂ 𝑅𝑆 . Hence 𝑞(𝑅) ⊂ 𝑅𝑆 . By 𝑅 = 𝑋 × 𝑋 , we have
𝑅𝑆 = 𝑆 × 𝑆, for 𝑞 is dominant. □

https://stacks.math.columbia.edu/tag/0357
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Lemma 10.0.4. — Let 𝑋 be a smooth, ℎ-special quasi-projective variety and let 𝑝 : 𝑋 ′ → 𝑋 be
a proper birational morphism from a quasi-projective variety 𝑋 ′. Then 𝑋 ′ is ℎ-special.
Remark 10.0.5. — We can not drop the smoothness assumption for 𝑋 . See Example 10.0.8 below.
Proof of Lemma 10.0.4. — Step 1. In this step, we assume that 𝑝 : 𝑋 ′ → 𝑋 is a blow-up along a
smooth subvariety𝐶 ⊂ 𝑋 . We first prove that every entire curve 𝑓 : C→ 𝑋 has a lift 𝑓 ′ : C→ 𝑋 ′,
i.e., 𝑝 ◦ 𝑓 ′ = 𝑓 . The case 𝑓 (C) ⊄ 𝐶 is well-known, so we assume that 𝑓 (C) ⊂ 𝐶. There exists
a vector bundle 𝐸 → 𝐶 so that its projectivization 𝑃(𝐸) → 𝐶 is isomorphic to 𝑝−1(𝐶) → 𝐶.
The pull-back 𝑓 ∗𝐸 → C is isomorphic to the trivial line bundle over C. Thus we may take a
non-zero section of 𝑓 ∗𝐸 → C. This yields a holomorphic map 𝑓 ′ : C→ 𝑃(𝐸). Hence 𝑓 has a lift
𝑓 ′ : C→ 𝑋 ′.

Now let ∼′ be the equivalence relation on 𝑋 ′ and 𝑅′ ⊂ 𝑋 ′ × 𝑋 ′ be the set defined by 𝑅′ =

{(𝑥′, 𝑦′) ∈ 𝑋 ′ × 𝑋 ′; 𝑥′ ∼′ 𝑦′}. Let 𝑞 : 𝑋 ′ × 𝑋 ′ → 𝑋 × 𝑋 be the induced map.
To show 𝑅 ⊂ 𝑞(𝑅′), we take (𝑥, 𝑦) ∈ 𝑅. Then there exists a sequence 𝑓1, . . . , 𝑓𝑙 : C→ 𝑋 such

that
𝑥 ∈ 𝑍1, 𝑍1 ∩ 𝑍2 ≠ ∅, . . . , 𝑍𝑙−1 ∩ 𝑍𝑙 ≠ ∅, 𝑦 ∈ 𝑍𝑙,

where 𝑍𝑖 ⊂ 𝑋 is the Zariski closure of 𝑓𝑖 (C) ⊂ 𝑋 . For each 𝑓𝑖 : C→ 𝑋 , we take a lift 𝑓 ′
𝑖

: C→ 𝑋 ′.
Let 𝑍 ′

𝑖
⊂ 𝑋 ′ be the Zariski closure of 𝑓 ′

𝑖
(C) ⊂ 𝑋 ′. Then the induced map 𝑍 ′

𝑖
→ 𝑍𝑖 is proper

surjective.
For each 𝑖 = 1, 2, . . . , 𝑙 − 1, we take 𝑧𝑖 ∈ 𝑍𝑖 ∩ 𝑍𝑖+1. We define a holomorphic map 𝜑𝑖 : C→ 𝑋 ′

as follows. If 𝑧𝑖 ∉ 𝐶, then 𝑝−1(𝑧𝑖) consists of a single point 𝑧′
𝑖
∈ 𝑋 ′ and thus 𝑧′

𝑖
∈ 𝑍 ′

𝑖
∩ 𝑍 ′

𝑖+1. In
particular 𝑍 ′

𝑖
∩ 𝑍 ′

𝑖+1 ≠ ∅. In this case, we define 𝜑𝑖 to be the constant map such that 𝜑𝑖 (C) = {𝑧′
𝑖
}.

If 𝑧𝑖 ∈ 𝐶, we have 𝑝−1(𝑧𝑖) = P𝑑 , where 𝑑 = codim(𝐶, 𝑋) − 1. We have 𝑍 ′
𝑖
∩ 𝑝−1(𝑧𝑖) ≠ ∅ and

𝑍 ′
𝑖+1 ∩ 𝑝−1(𝑧𝑖) ≠ ∅. In this case, we take 𝜑𝑖 : C → 𝑝−1(𝑧𝑖) so that the image is Zariski dense in
𝑝−1(𝑧𝑖). We define𝑊𝑖 ⊂ 𝑋 ′ to be the Zariski closure of 𝜑𝑖 (C) ⊂ 𝑋 ′. Then we have

𝑍 ′
1 ∩𝑊1 ≠ ∅,𝑊1 ∩ 𝑍 ′

2 ≠ ∅, 𝑍 ′
2 ∩𝑊2 ≠ ∅, . . . , 𝑍 ′

𝑙−1 ∩𝑊𝑙−1 ≠ ∅,𝑊𝑙−1 ∩ 𝑍 ′
𝑙 ≠ ∅.

We take 𝑎 ∈ 𝑍 ′
1 and 𝑏 ∈ 𝑍 ′

𝑙
such that 𝑝(𝑎) = 𝑥 and 𝑝(𝑏) = 𝑦. Then 𝑞((𝑎, 𝑏)) = (𝑥, 𝑦) and

(𝑎, 𝑏) ∈ 𝑅′. Thus 𝑅 ⊂ 𝑞(𝑅′). This induces 𝑅′ = 𝑋 ′ × 𝑋 ′ as in the proof of Lemma 10.0.2.

Step 2. We consider the general proper birational morphism 𝑝 : 𝑋 ′ → 𝑋 . Then we can apply
a theorem of Hironaka (cf. [Kol07, Corollary 3.18]) to 𝑝−1 : 𝑋 d 𝑋 ′ to conclude there exists a
sequence of blowing-ups

𝑋𝑘
𝜓𝑘−→ 𝑋𝑘−1

𝜓𝑘−1−→ 𝑋𝑘−2 −→ · · · −→ 𝑋1
𝜓1−→ 𝑋0 = 𝑋

such that
— each 𝜓𝑖 : 𝑋𝑖 → 𝑋𝑖−1 is a blow-up along a smooth subvariety of 𝑋𝑖−1, and
— there exists a morphism 𝜋 : 𝑋𝑘 → 𝑋 ′ such that 𝑝 ◦ 𝜋 = 𝜓1 ◦ 𝜓2 ◦ · · · ◦ 𝜓𝑘 .

Then by the step 1, each 𝑋𝑖 is ℎ-special. In particular, 𝑋𝑘 is ℎ-special. Thus by Lemma 10.0.3, 𝑋 ′

is ℎ-special. □

Lemma 10.0.6. — If a positive dimensional quasi-projective variety 𝑋 is pseudo Brody hyperbolic,
then 𝑋 is not ℎ-special.
Proof. — we take a proper Zariski closed subset 𝐸 ⫋ 𝑋 such that every non-constant holomorphic
map 𝑓 : C→ 𝑋 satisfies 𝑓 (C) ⊂ 𝐸 . Let 𝑥 ∈ 𝑋 satisfies 𝑥 ∉ 𝐸 . Assume that 𝑦 ∈ 𝑋 satsifies 𝑥 ∼ 𝑦.
Then there exists a sequence 𝑓1, . . . , 𝑓𝑙 : C→ 𝑋 such that

𝑥 ∈ 𝑍1, 𝑍1 ∩ 𝑍2 ≠ ∅, . . . , 𝑍𝑙−1 ∩ 𝑍𝑙 ≠ ∅, 𝑦 ∈ 𝑍𝑙,
where 𝑍𝑖 ⊂ 𝑋 is the Zariski closure of 𝑓𝑖 (C) ⊂ 𝑋 . Then 𝑓1 is constant map and 𝑍1 = {𝑥}. By
𝑍1 ∩ 𝑍2 ≠ ∅, we have 𝑥 ∈ 𝑍2. This yields that 𝑓2 is constant and 𝑍2 = {𝑥}. Similarly, we have
𝑍3 = · · · = 𝑍𝑙 = {𝑥}. Hence 𝑦 = 𝑥. Thus we have 𝑅 ⊂ (𝑋 × 𝐸) ∪ (𝐸 × 𝑋) ∪ Δ, where Δ ⊂ 𝑋 × 𝑋
is the diagonal. Hence 𝑅 ⊂ 𝑋 × 𝑋 is not Zariski dense. □

Corollary 10.0.7 (⫌ Corollary B). — Let 𝑋 be a complex normal quasi-projective variety and let
𝐺 be a semisimple algebraic group overC. If 𝜚 : 𝜋1(𝑋) → 𝐺 (C) is a Zariski dense representation,
then there exist a finite étale cover 𝜈 : 𝑋 → 𝑋 , a birational and proper morphism 𝜇 : 𝑋 ′ → 𝑋 ,
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a dominant morphism 𝑓 : 𝑋 ′ → 𝑌 with connected general fibers, and a big representation
𝜏 : 𝜋1(𝑌 ) → 𝐺 (C) such that

— 𝑓 ∗𝜏 = (𝜈 ◦ 𝜇)∗𝜚.
— There is a proper Zariski closed subset 𝑍 ⫋ 𝑌 such that any closed subvariety of 𝑌 not

contained in 𝑍 is of log general type.
— 𝑌 is pseudo Picard hyperbolic, and in particular pseudo Brody hyperbolic.

Specifically, 𝑋 is not weakly special and does not contain Zariski dense entire curves. Furthermore,
if 𝑋 is assumed to be smooth, then it cannot be ℎ-special.
Proof. — By Proposition 2.0.5, there exists a commutative diagram of quasi-projective varieties

𝑋 ′ 𝑋 𝑋

𝑌

𝜇

𝑓

𝜈

where 𝜈 is finite étale, 𝜇 is birational and proper, and a big representation 𝜏 : 𝜋1(𝑌 ) → 𝐺 (C) such
that 𝑓 ∗𝜏 = (𝜈 ◦ 𝜇)∗𝜚. Moreover, 𝑋 ′ and 𝑌 are smooth. Since 𝜚 is Zariski dense, so is (𝜈 ◦ 𝜇)∗𝜚
for (𝜈 ◦ 𝜇)∗(𝜋1(𝑋 ′)) is a finite index subgroup in 𝜋1(𝑋). Thus, since the image 𝜏(𝜋1(𝑌 )) includes
that of 𝑓 ∗𝜏 = (𝜈 ◦ 𝜇)∗𝜚, it follows that 𝜏 is also Zariski dense. By Theorem A, 𝑌 is of log general
type and pseudo-Picard hyperbolic, implying that 𝑋 is not weakly special. If there is a Zariski
dense entire curve 𝛾 : C→ 𝑋 , it can be lifted to 𝛾′ : C→ 𝑋 ′, from which 𝑓 ◦ 𝛾′ : C→ 𝑌 would
be a Zariski dense entire curve due to 𝑓 being dominant. However, this leads to a contradiction,
thereby indicating that 𝑋 does not admit Zariski dense entire curves.

Assuming 𝑋 is smooth, let us suppose that 𝑋 is ℎ-special. By Lemma 10.0.2, 𝑋 is ℎ-special.
Moreover 𝑋 is smooth. Hence by Lemma 10.0.4, 𝑋 ′ is ℎ-special. Hence by Lemma 10.0.3, 𝑌 is
ℎ-special. This contradicts to Lemma 10.0.6. Hence 𝑋 is not ℎ-special. □

Example 10.0.8. — There exists a singular, normal projective surface 𝑋 such that
— 𝑋 is not weakly special,
— 𝑋 does not contain Zariski dense entire curve,
— 𝑋 is ℎ-special and 𝐻-special,
— there exists a proper birational modification 𝑋 ′ → 𝑋 such that 𝑋 ′ is neither ℎ-special nor

𝐻-special.
The construction is as follows. Let 𝐶 ⊂ P2 be a smooth projective curve of genus greater than

one. Then 𝐶 is of general type and hyperbolic. Let 𝑝 ∈ P3 be a point and 𝜑 : P3\{𝑝} → P2 be the
projection from the point 𝑝 ∈ P3. Namely for each 𝑦 ∈ P2, 𝜑−1(𝑦) ∪ {𝑝} ⊂ P3 is a projective line
P1 ⊂ P3 passing through 𝑝 ∈ P3. We denote this line by ℓ𝑦 ∈ P3. Set 𝑋 = 𝜑−1(𝐶) ∪ {𝑝}, which is
the cone over 𝐶. Then 𝑋 is projective and normal.

Let 𝑋 ′ = Bl𝑝𝑋 be the blow-up of 𝑋 at 𝑝 ∈ 𝑋 . Then we have a morphism 𝜑′ : 𝑋 ′ → 𝐶. Since
𝐶 is of general type, this shows that 𝑋 is not weakly special. If 𝑋 contains Zariski dense entire
curve 𝑓 : C → 𝑋 , it lifts as a Zariski dense entire curve 𝑓 ′ : C → 𝑋 ′. Hence 𝜑′ ◦ 𝑓 ′ : C → 𝐶

becomes a non-constant holomorphic map, which is a contradiction. Hence 𝑋 does not contain
Zariski dense entire curve.

Note that 𝑋 =
⋃
𝑦∈𝐶 ℓ𝑦 . Let 𝑥, 𝑥′ ∈ 𝑋 be two points. We take 𝑦, 𝑦′ ∈ 𝐶 such that 𝑥 ∈ ℓ𝑦 and

𝑥′ ∈ ℓ𝑦′ . Then we have 𝑑𝑋 (𝑥, 𝑝) = 𝑑𝑋 (𝑥′, 𝑝) = 0, where 𝑑𝑋 is the Kobayashi pseudo-distance on
𝑋 . Hence 𝑑𝑋 (𝑥, 𝑥′) = 0. This shows that 𝑋 is 𝐻-special. There exist entire curves 𝑓 : C → ℓ𝑦
and 𝑓 ′ : C→ ℓ𝑦′ . By ℓ𝑦 ∩ ℓ𝑦′ = {𝑝}, we conclude that 𝑋 is ℎ-special.

Now the existence of the morphism 𝜑′ : 𝑋 ′ → 𝐶 shows that 𝑋 ′ is not 𝐻-special. Since 𝐶 is not
ℎ-special, Lemma 10.0.3 shows that 𝑋 ′ is not ℎ-special.





CHAPTER 11

FUNDAMENTAL GROUPS OF SPECIAL VARIETIES

In this section we study fundamental groups of special varieties. As we will see in Exam-
ple 11.8.1, we construct a special and ℎ-special quasi-projective manifold whose fundamental
group is linear nilpotent but not virtually abelian. Hence Conjecture 1.5.4 is modified as follows.
Conjecture 11.0.1. — A special or ℎ-special quasi-projective manifold has virtually nilpotent
fundamental group.

In this section we prove the linear version of the above conjecture.
Theorem 11.0.2 (=Theorem E). — Let 𝑋 be a special or ℎ-special quasi-projective manifold.
Let 𝜚 : 𝜋1(𝑋) → GL𝑁 (C) be a linear representation. Then 𝜚(𝜋1(𝑋)) is virtually nilpotent. If 𝜚
is reductive, then 𝜚(𝜋1(𝑋)) is virtually abelian.

It is indeed based on the following theorem.
Theorem 11.0.3 (=Theorem F). — Let 𝑋 be a special or ℎ-special quasi-projective manifold.
Let 𝐺 be a connected, solvable algebraic group defined over C. Assume that there exists a Zariski
dense representation 𝜑 : 𝜋1(𝑋) → 𝐺. Then 𝐺 is nilpotent. In particular, 𝜑(𝜋1(𝑋)) is nilpotent.

The proof consists of the following three inputs:
— Algebraic property of solvable algebraic groups (Lemma 11.2.4).
— 𝜋1-exactness of quasi-Albanese map for special or ℎ-special quasi-projective manifold

(Proposition 11.4.2).
— Deligne’s unipotency theorem for monodromy action.

Remark 11.0.4. — Note that when 𝑋 is compact Kähler, Theorem 11.0.3 is proved by Campana
[Cam01] and Delzant [Del10]. Our proof of Theorem 11.0.3 is inspired by [Cam01, §4].
The structure of this section is organized as follows. In § 11.1 we prove a structure theorem for
the quasi-Albanese morphism of ℎ-special or weakly special quasi-projective manifolds. §§ 11.2
and 11.4 to 11.6 are devoted to the proof of Theorem 11.0.3. In § 11.7 we prove Theorem 11.0.2.
The last section is on some examples of ℎ-special complex manifolds.

11.1. Structure of the quasi-Albanese morphism

Lemma 11.1.1. — Let 𝑋 be an ℎ-special or weakly special quasi-projective manifold. Then the
quasi-Albanese morphism 𝛼 : 𝑋 → A is dominant with connected general fibers.
Proof. — We first assume that 𝑋 is ℎ-special. Let 𝛽 : 𝑋 → 𝑌 and 𝑔 : 𝑌 → A be the quasi-Stein
factorisation of 𝛼 in Lemma 2.0.1. Then 𝑌 is ℎ-special (cf. Lemma 10.0.3) and 𝜅(𝑌 ) ≥ 0. To
show 𝜅(𝑌 ) = 0, we assume contrary that 𝜅(𝑌 ) > 0. By a theorem of Kawamata [Kaw81, Theorem
27], there are a semi-abelian variety 𝐵 ⊂ A, finite étale Galois covers 𝑌 → 𝑌 and 𝐵 → 𝐵, and a
normal algebraic variety 𝑍 such that

— there is a finite morphism from 𝑍 to the quotient A/𝐵;
— 𝑌 is a fiber bundle over 𝑍 with fibers 𝐵;
— 𝜅(𝑍) = dim 𝑍 = 𝜅(𝑌 ).

By Lemma 10.0.2,𝑌 is ℎ-special. Hence by Lemma 10.0.3, 𝑍 is ℎ-special. Thus by Lemma 10.0.6,
𝑍 is not pseudo-Brody hyperbolic. On the other hand, by Corollary 4.0.2, 𝑍 is pseudo-Brody
hyperbolic, a contradiction. Hence 𝜅(𝑌 ) = 0.
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Assume now 𝑋 is weakly special. Consider a connected component 𝑋 of 𝑋 ×𝑌 𝑌 . Then 𝑋 → 𝑋

is finite étale. The composed morphism 𝑋 → 𝑍 of 𝑋 → 𝑌 and𝑌 → 𝑍 is dominant with connected
general fibers. We obtain a contradiction since 𝑍 is of log general type and 𝑋 is weakly special.
Hence 𝜅(𝑌 ) = 0.

By [Kaw81, Theorem 26], 𝑌 is a semi-abelian variety and according to the universal property
of quasi-Albanese morphism, 𝑌 = A. Hence 𝛼 is dominant with connected general fibers. □

11.2. A nilpotency condition for solvable linear group

All the ground fields for algebraic groups and linear spaces are C in this subsection.
Lemma 11.2.1. — Let 𝑇 be an algebraic torus and let 𝑈 be a uniponent group. Then every
morphism 𝑓 : 𝑇 → 𝑈 of algebraic groups is constant.
Proof. — Since 𝑈 is unipotent, we have a sequence {𝑒} = 𝑈0 ⊂ 𝑈1 ⊂ · · · ⊂ 𝑈𝑛 = 𝑈 of normal
subgroups of 𝑈 such that 𝑈𝑘/𝑈𝑘−1 = G𝑎, where G𝑎 is the additive group. To show 𝑓 (𝑇) ⊂ 𝑈0 =

{𝑒}, suppose contrary 𝑓 (𝑇) ⊄ 𝑈0. Then we may take the largest 𝑘 such that 𝑓 (𝑇) ⊄ 𝑈𝑘 . Then
𝑘 < 𝑛 and 𝑓 (𝑇) ⊂ 𝑈𝑘+1. Thus we get a non-trivial morphism 𝑇 → 𝑈𝑘+1/𝑈𝑘 = G𝑎. By taking a
suitable subgroup G𝑚 ⊂ 𝑇 , we get a non-trivial morphism 𝑔 : G𝑚 → G𝑎. But this is impossible.
Indeed let 𝜇 = ∪𝑛𝜇𝑛, where 𝜇𝑛 = {𝑎 ∈ C∗; 𝑎𝑛 = 1}. Then |𝜇 | = ∞. On the other hand, for 𝑎 ∈ 𝜇𝑛,
we have 𝑛𝑔(𝑎) = 𝑔(𝑎𝑛) = 𝑔(1) = 0, hence 𝑔(𝑎) = 0. Thus 𝜇 ⊂ 𝑔−1(0). This is impossible since
we are assuming that 𝑔 is non-constant. □

Lemma 11.2.2. — Let 𝑇 be an algebraic torus. Let 0 → 𝐿′ → 𝐿 → 𝐿′′ → 0 be an exact
sequence of vector spaces with equivariant 𝑇-actions. If 𝐿′ and 𝐿′′ have trivial 𝑇-actions, then 𝐿
has also a trivial 𝑇-action.
Proof. — Let 𝜑 : 𝑇 → GL(𝐿) be the induced morphism of algebraic groups. We take a (non-
canonical) splitting 𝐿 = 𝐿′ ⊕ 𝐿′′ of vector spaces. Let 𝑡 ∈ 𝑇 . For (𝑣′, 0) ∈ 𝐿′, we have
(𝜑(𝑡) − id𝐿)𝑣′ = 0, for 𝑇 acts trivially on 𝐿′ ⊂ 𝐿. For (0, 𝑣′′) ∈ 𝐿′′, we have (𝜑(𝑡) − id𝐿)𝑣′′ ∈ 𝐿′.
Hence for (𝑣′, 𝑣′′) ∈ 𝐿 and 𝑡 ∈ 𝑇 , we have

(𝜑(𝑡) − id𝐿)2 · (𝑣′, 𝑣′′) = (𝜑(𝑡) − id𝐿) · (𝑢, 0) = 0,

where 𝑢 = (𝜑(𝑡) − id𝐿)𝑣′′ ∈ 𝐿′. Hence 𝜑 : 𝑇 → GL(𝐿) factors through the unipotent group
𝑈 ⊂ GL(𝐿). Since the map 𝑇 → 𝑈 is trivial (cf. Lemma 11.2.1), 𝐿 has a trivial 𝑇-action. □

Let 𝐺 be a connected, solvable linear group. We have an exact sequence

(11.2.0.1) 1 → 𝑈 → 𝐺 → 𝑇 → 1,

where𝑈 = 𝑅𝑢 (𝐺) is the unipotent radical and 𝑇 ⊂ 𝐺 is a maximal torus. Then 𝑇 acts on𝑈/𝑈′ by
the conjugate. The following lemma is from [AN99, Lemma 1.8].
Lemma 11.2.3. — If 𝑇 acts trivially on𝑈/𝑈′, then 𝐺 is nilpotent.
Proof. — By 𝑇 ⊂ 𝐺, the conjugate yields a 𝑇-action on 𝑈. We shall show that this 𝑇-action is
trivial. To show this, we set 𝑁 = Lie(𝑈). Then the 𝑇-action yields 𝛼 : 𝑇 → Aut(𝑁). We set

𝑆 = {𝜎 ∈ Aut(𝑁); (id𝑁 − 𝜎)𝑁 ⊂ [𝑁, 𝑁]}.

Then the elements of 𝑆 are unipotent. Since 𝑇 acts trivially on𝑈/𝑈′, we have 𝛼(𝑇) ⊂ 𝑆. Hence 𝛼
is trivial (cf Lemma 11.2.1). Hence 𝑇 acts trivially on𝑈. Thus the elements of 𝑇 and𝑈 commute.
Thus 𝐺 = 𝑈 × 𝑇 . Since𝑈 is nilpotent, 𝐺 is nilpotent. □

Since 𝑇 is commutative, we have 𝐺′ ⊂ 𝑈, where 𝐺′ = [𝐺,𝐺] is the commutator subgroup.
Hence we have

1 → 𝑈/𝐺′ → 𝐺/𝐺′ → 𝑇 → 1.
Since 𝐺/𝐺′ is commutative and𝑈/𝐺′ is unipotent, we have 𝐺/𝐺′ = (𝑈/𝐺′) × 𝑇 . By

1 → 𝐺′/𝐺′′ → 𝐺/𝐺′′ → 𝐺/𝐺′ → 1,

𝐺/𝐺′ acts on 𝐺′/𝐺′′ by the conjugate. By 𝑇 ⊂ (𝑈/𝐺′) × 𝑇 = 𝐺/𝐺′, we get 𝑇-action on 𝐺′/𝐺′′.
Lemma 11.2.4. — Assume 𝑇 acts trivially on 𝐺′/𝐺′′. Then 𝐺 is nilpotent.
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Proof. — By 𝐺′ ⊂ 𝑈, we have 𝐺′′ ⊂ 𝑈′, where𝑈′ = [𝑈,𝑈]. Then we get

1 → 𝑈′/𝐺′′ → 𝐺′/𝐺′′ → 𝐺′/𝑈′ → 1.

Hence 𝑇 acts trivially on 𝐺′/𝑈′. By 𝐺/𝐺′ ≃ 𝑇 × (𝑈/𝐺′), we note that 𝑇 acts trivially on 𝑈/𝐺′.
Now we have the following exact sequence

1 → 𝐺′/𝑈′ → 𝑈/𝑈′ → 𝑈/𝐺′ → 1.

This induces
0 → Lie(𝐺′/𝑈′) → Lie(𝑈/𝑈′) → Lie(𝑈/𝐺′) → 0.

We know that both 𝑇 → GL(Lie(𝐺′/𝑈′)) and 𝑇 → GL(Lie(𝑈/𝐺′)) are trivial. Hence by Lemma
11.2.2, 𝑇 acts trivially on Lie(𝑈/𝑈′). Hence 𝑇 acts trivially on 𝑈/𝑈′. By Lemma 11.2.3, 𝐺 is
nilpotent. □

11.3. A lemma on Kodaira dimension of fibration

In this section, we prove an extension to the quasi-projective setting of [Cam04, Theorem
1.8], and derive a useful consequence concerning algebraic fiber spaces of special varieties over
semi-abelian varieties (see Corollary 11.3.3).

We refer to § 1.5 and to [Cam11a] for several definitions concerning orbifold bases. For our
purposes, we only need to recall the following.

Let 𝑓 : 𝑋 → 𝑌 be a dominant morphism with general connected fibers between quasi-projective
manifolds. Let Δ ⊂ 𝑌 be a prime divisor. We denote by 𝐽 (Δ) the set of all prime divisors 𝐷 in 𝑋
such that 𝑓 (𝐷) = Δ. We write

(11.3.0.1) 𝑓 ∗(Δ) =
∑︁
𝑗∈𝐽 (Δ)

𝑚 𝑗𝐷 𝑗 + 𝐸Δ

where 𝐸Δ is an exceptional divisor of 𝑓 , i.e., the codimension of 𝑓 (𝐸Δ) is greater than one. We
put

𝑚Δ =

{
min 𝑗∈𝐽 (Δ) 𝑚 𝑗 if 𝐽 (Δ) ≠ ∅
+∞ if 𝐽 (Δ) = ∅

Let 𝐼 (𝑝) be the set of all Δ such that 𝑚Δ ≥ 2. The orbifold ramification divisor of 𝑓 on 𝑌 is
Δ( 𝑓 ) = ∑

Δ∈𝐼 (𝑝)

(
1 − 1

𝑚Δ

)
Δ. Consider now 𝑓 : 𝑋 → 𝑌 , any extension of 𝑓 between log-smooth

compactifications, and let 𝐷 := 𝑋 − 𝑋 and 𝐺 := 𝑌 −𝑌 . Then the orbifold base of 𝑓 : (𝑋 |𝐷) → 𝑌

is given by Δ( 𝑓 , 𝐷) := 𝐺 +Δ( 𝑓 ) (where Δ( 𝑓 ) is the Q-divisor on 𝑌 obtained from Δ( 𝑓 ) by taking
the closure of every component).
Proposition 11.3.1. — Let { 𝑓𝑖 : 𝑋𝑖 → 𝑌𝑖}𝑖=1,2 be dominant morphisms between smooth quasi-
projective varieties with connected general fibers, and let { 𝑓 𝑖 : 𝑋 𝑖 → 𝑌 𝑖}𝑖=1,2 be two extensions
to log-smooth projective compactifications. We assume that we have two compatible commutative
diagrams

𝑋2 𝑋1

𝑌2 𝑌1

𝑢◦

𝑓2 𝑓1

𝑣◦

and
𝑋2 𝑋1

𝑌2 𝑌1

𝑢

𝑓 2 𝑓 1

𝑣

where 𝑢◦ and 𝑣◦ are proper birational morphisms. Denoting by𝐷𝑖 := 𝑋 𝑖−𝑋𝑖 , we let (𝑌 𝑖 |Δ( 𝑓𝑖 , 𝐷𝑖))
(resp. (𝑌 |Δ( 𝑓𝑖)) be the orbifold base of the fibration 𝑓 𝑖 : (𝑋 𝑖 |𝐷𝑖) → 𝑌 𝑖 (resp. of the fibration
𝑓𝑖 : 𝑋𝑖 → 𝑌𝑖). Then, one has

(i) the orbifold Kodaira dimension satisfy 𝜅(𝑌2 |Δ( 𝑓2, 𝐷2)) ≤ 𝜅(𝑌1 |Δ( 𝑓1, 𝐷1));
(ii) If 𝜅(𝑌1) ≥ 0 and 𝜅(𝑌1 −SuppΔ( 𝑓1, 𝐷1)) = dim𝑌1, then 𝐾

𝑌1
+Δ( 𝑓1, 𝐷1) and 𝐾

𝑌2
+Δ( 𝑓2, 𝐷2)

are both big line bundles. In particular, 𝜅(𝑌1, 𝑓1) = dim𝑌1, where 𝜅(𝑌1, 𝑓1) is the Kodaira
dimension of 𝑓1 : 𝑋1 → 𝑌1 defined in (1.5.0.2).
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Proof of Proposition 11.3.1. — Let us prove the first statement. According to [Cam11a, Lemme
4.6], we have

𝑣∗Δ( 𝑓1, 𝐷1) = Δ( 𝑓2, 𝐷2) + 𝐸,(11.3.0.2)

where 𝐸 is some effective Q-divisor which is 𝑣-exceptional.
Since 𝑌1 is smooth, hence has terminal singularities, we have therefore

(11.3.0.3) 𝐾
𝑌2

+ Δ( 𝑓2, 𝐷2) + 𝐸 = 𝑣∗(𝐾
𝑌1

+ Δ( 𝑓1, 𝐷1)) + 𝐹,

where 𝐹 is also an effective divisor. Therefore, we have

𝜅(𝐾
𝑌1

+ Δ( 𝑓1, 𝐷1)) = 𝜅(𝑣∗(𝐾𝑌1
+ Δ( 𝑓1, 𝐷1))) = 𝜅(𝑣∗(𝐾𝑌1

+ Δ( 𝑓1, 𝐷1)) + 𝐹)
= 𝜅(𝐾

𝑌2
+ Δ( 𝑓2, 𝐷2) + 𝐸) ≥ 𝜅(𝐾

𝑌2
+ Δ( 𝑓2, 𝐷2)).

The first claim follows.

We will prove the second claim. We let 𝐺𝑖 := 𝑌 𝑖 − 𝑌𝑖 . By assumption, this is a simple normal
crossing divisor, and we can write

𝐾
𝑌2

+ 𝐺2 = 𝑣∗(𝐾
𝑌1

+ 𝐺1) + 𝐸𝑏(11.3.0.4)

where 𝐸𝑏 is a 𝑣-exceptional effective divisor. We note that if 𝐸0 is a prime 𝑣-exceptional divisor
that is not contained in 𝐺2, we have 𝐸𝑏 ≥ 𝐸0. We note that Δ( 𝑓𝑖 , 𝐷𝑖) = 𝐺𝑖 + Δ𝑖 , where Δ𝑖 is an
effective divisor such that each of its irreducible component is not contained in 𝐺𝑖 . Let Δ′

1 be the
strict transform of Δ1. It follows that Δ2 ≥ Δ′

1.
We denote by Δ′′

1 the positive part of 𝑣∗Δ1 −𝐺2. Then |Δ′′
1 | = |Δ′

1 | + 𝐹2 by (11.3.0.2), where 𝐹2
is a 𝑣-exceptional effective divisor such that each of its irreducible component is not contained in
𝐺2. Here |Δ′

1 | denotes the support of Δ′
1.

Write 𝑌◦
1 := 𝑌1 − SuppΔ( 𝑓1, 𝐷1) and 𝑌◦

2 := 𝑣−1(𝑌◦
1 ). By our assumption, 𝜅(𝑌◦

2 ) = 𝜅(𝑌◦
1 ) =

dim𝑌2. Therefore,𝐾
𝑌1
+|Δ1 |+𝐺1 and𝐾

𝑌2
+|Δ′′

1 |+𝐺2 are both big line bundles by [NWY13, Lemma
3].
Claim 11.3.2. — The line bundle 𝐾

𝑌2
+ 𝐺2 + Δ2 is big.

Proof. — Let 𝑚 ∈ Z>0 sufficiently large such that 𝑚𝐸𝑏 ≥ 𝐹2. By (11.3.0.4), we have

𝜅(𝐾
𝑌2

+ 𝐺2 − 𝐸𝑏) ≥ 0.

Therefore,
𝜅(𝑚(𝐾

𝑌2
+ 𝐺2 − 𝐸𝑏) + 𝐾𝑌2

+ |Δ′′
1 | + 𝐺2) = dim𝑌2.

Note that

𝑚(𝐾
𝑌2

+ 𝐺2 − 𝐸𝑏) + 𝐾𝑌2
+ |Δ′′

1 | + 𝐺2 ≤ (𝑚 + 1) (𝐾
𝑌2

+ 𝐺2) + |Δ′
1 |.

Hence
𝜅((𝑚 + 1) (𝐾

𝑌2
+ 𝐺2) + |Δ′

1 |) = dim𝑌2.

We take 𝜀 ∈ Q>0 small enough such that 𝜀(𝑚 + 1) < 1 and 𝜀 |Δ′
1 | ≤ Δ′

1. Since 𝐾
𝑌2

+ 𝐺2 is
Q-effective, it follows that

𝜀((𝑚 + 1) (𝐾
𝑌2

+ 𝐺2) + |Δ′
1 |) ≤ 𝐾𝑌2

+ 𝐺2 + Δ′
1 ≤ 𝐾

𝑌2
+ 𝐺2 + Δ2.

Therefore, 𝐾
𝑌2

+ 𝐺2 + Δ2 is big. □

Claim 11.3.2 implies that 𝐾
𝑌2

+ Δ( 𝑓2, 𝐷2) is big. We thus proved the second claim. The last
claim follows from the very definition of Kodaira dimension of fibration in (1.5.0.2). □

We have the following consequence.
Corollary 11.3.3. — Let 𝑋 be a special smooth quasi-projective variety, let 𝐴 be a semi-abelian
variety, and let 𝑝 : 𝑋 → 𝐴 be a dominant morphism with connected general fibers. Let Δ(𝑝)
be the orbifold base divisor on 𝐴 defined at the beginning of this section, and let St(Δ(𝑝)) be its
stabilizer under the action of 𝐴. If dim St(Δ(𝑝)) = 0, then 𝑋 is not special.
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Proof. — Let 𝐴 be an equivariant smooth compactification of 𝐴 such that 𝐺 := 𝐴 − 𝐴 is a simple
normal crossing divisor such that 𝐾

𝐴
+ 𝐺 = O

𝐴
. We take a smooth projective compactification

𝑋 of 𝑋 such that 𝐷 := 𝑋 − 𝑋 is a simple normal crossing divisor and 𝑝 extends to a morphism
𝑝 : 𝑋 → 𝐴. Denote by Δ(𝑝, 𝐷) the orbifold divisor of 𝑝 : (𝑋 |𝐷) → 𝐴. Let Δ(𝑝) be the orbifold
divisor of 𝑝 : 𝑋 → 𝐴 defined at the beginning of this subsection. Then we have

Δ(𝑝, 𝐷) = 𝐺 + Δ(𝑝).
Hence 𝐴 − |Δ(𝑝, 𝐷) | = 𝐴 − |Δ(𝑝) |.

Since dim St(Δ(𝑝)) = 0, by [NW14, Proposition 5.6.21], the variety 𝐴 − |Δ(𝑝) |, hence 𝐴 −
|Δ(𝑝, 𝐷) | is of log general type. Therefore, conditions in Proposition 11.3.1 are fulfilled. This
implies that 𝜅(𝐴, 𝑝) = dim 𝐴, so 𝑋 is not special by Definition 1.5.1. □

11.4. 𝜋1-exactness of quasi-Albanese morphisms

Let 𝑋 and 𝑌 be smooth quasi-projective varieties. We say that a morphism 𝑝 : 𝑋 → 𝑌 is an
algebraic fiber space if

— 𝑝 is dominant, and
— 𝑝 has general connected fibers.
Let 𝑝 : 𝑋 → 𝑌 be an algebraic fiber space, and let 𝐹 be a general fiber of 𝑝 (assumed to be

smooth). Then there is a natural sequence of morphisms of groups:

(11.4.0.1) 𝜋1(𝐹)
𝑖∗→ 𝜋1(𝑋)

𝑝∗→ 𝜋1(𝑌 ).
Note that 𝑝∗ is surjective (because of the second condition of the algebraic fiber spaces) and that
the image of 𝑖∗ is contained in the kernel of 𝑝∗.
Definition 11.4.1. — For an algebraic fiber space 𝑝 : 𝑋 → 𝑌 , we say that 𝑝 is 𝜋1-exact if the
above sequence (11.4.0.1) is exact.

By Proposition 11.1.1, if 𝑋 is ℎ-special, then the quasi-Albanese map 𝑋 → 𝐴(𝑋) is an algebraic
fiber space.

In this subsection, we prove the following proposition.
Proposition 11.4.2. — Let 𝑋 be a ℎ-special or special quasi-projective manifold. Let 𝑝 : 𝑋 → 𝐴

be an algebraic fiber space where 𝐴 is a semi-abelian variety. Then 𝑝 is 𝜋1-exact. In particular,
the quasi-Albanese map 𝑎𝑋 : 𝑋 → 𝐴(𝑋) is 𝜋1-exact.

The rest of this subsection is devoted to the proof of Proposition 11.4.2, for which we need three
lemmas.
Lemma 11.4.3. — Let 𝑋 be a ℎ-special or special quasi-projective variety. Let 𝐴 be a semi-abelian
variety and let 𝑝 : 𝑋 → 𝐴 be an algebraic fiber space. If Δ(𝑝) ≠ ∅, then dim St(Δ(𝑝)) > 0, where
St(Δ(𝑝)) = {𝑎 ∈ 𝐴; 𝑎 + Δ(𝑝) = Δ(𝑝)}.
Proof. — Suppose Δ(𝑝) ≠ ∅. To show dim St(Δ(𝑝)) > 0, we assume contrary dim St(Δ(𝑝)) = 0.

The case where 𝑋 is special has been dealt with in Corollary 11.3.3, which implies readily that
dim St(Δ(𝑝)) > 0 in this situation.

Next, we consider the case that 𝑋 is ℎ-special. Let 𝐸 ⊂ 𝑋 be the exceptional divisor of 𝑝. Let
𝑍 ⊂ 𝐴 be the Zariski closure of 𝑝(𝐸). Then codim(𝑍, 𝐴) ≥ 2. We apply Proposition 4.8.9 for the
divisor Δ(𝑝) ⊂ 𝐴 and 𝑍 ∩ Δ(𝑝) to get a proper Zariski closed set Ξ ⫋ 𝐴. Let 𝑓 : C → 𝑋 be a
holomorphic map such that 𝑝 ◦ 𝑓 is non-constant. We first show that 𝑝 ◦ 𝑓 (C) ⊂ Ξ∪Δ(𝑝). Indeed,
we have ord𝑦 (𝑝 ◦ 𝑓 )∗(Δ(𝑝)) ≥ 2 for all 𝑦 ∈ (𝑝 ◦ 𝑓 )−1(Δ(𝑝)\𝑍). Let 𝑔 : C → 𝐴 be defined by
𝑔(𝑧) = 𝑝 ◦ 𝑓 (𝑒𝑧). Then 𝑔 has essential singularity over ∞. Thus by Proposition 4.8.9, we have
𝑔(C) ⊂ Ξ ∪ Δ(𝑝). Thus 𝑝 ◦ 𝑓 (C) ⊂ Ξ ∪ Δ(𝑝).

Now since 𝑋 is ℎ-special, we may take two points 𝑥, 𝑦 ∈ 𝑋 so that 𝑥 ∼ 𝑦, 𝑝(𝑥) ≠ 𝑝(𝑦) and
𝑝(𝑥) ∉ Ξ ∪ Δ(𝑝). Then there exists a sequence 𝑓1, . . . , 𝑓𝑙 : C→ 𝑋 such that

𝑥 ∈ 𝐹1, 𝐹1 ∩ 𝐹2 ≠ ∅, . . . , 𝐹𝑙−1 ∩ 𝐹𝑙 ≠ ∅, 𝑦 ∈ 𝐹𝑙,
where 𝐹𝑖 ⊂ 𝑋 is the Zariski closure of 𝑓𝑖 (C) ⊂ 𝑋 . By 𝑝(𝑥) ∉ Ξ ∪ Δ(𝑝), we have 𝑝 ◦ 𝑓1(C) ⊄
Ξ ∪ Δ(𝑝). Hence 𝑝 ◦ 𝑓1 is constant and 𝐹1 ⊂ 𝑝−1(𝑝(𝑥)). By 𝐹1 ∩ 𝐹2 ≠ ∅, we have 𝑝(𝑥) ∈ 𝑝(𝐹2).
Hence 𝑝 ◦ 𝑓2(C) ⊄ Ξ ∪ Δ(𝑝). Hence 𝑝 ◦ 𝑓2 is constant and 𝐹2 ⊂ 𝑝−1(𝑝(𝑥)). Similary, we get
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𝐹𝑖 ⊂ 𝑝−1(𝑝(𝑥)) for all 𝑖 = 1, 2, . . . , 𝑙 inductively. In particular, we have 𝐹𝑙 ⊂ 𝑝−1(𝑝(𝑥)). Thus
𝑝(𝑦) = 𝑝(𝑥). This is a contradiction. Thus we have proved dim St(Δ(𝑝)) > 0. □

Lemma 11.4.4. — Let 𝑝 : 𝑋 → 𝑌 be an algebraic fiber space. Assume that Δ(𝑝) = ∅. Then 𝑝 is
𝜋1-exact.
Proof. — This lemma is proved implicitly in [Cam98, A.C.10] and [Cam01, Lemme 1.9.9]. Let
𝑌 ∗ be a Zariski open subset of 𝑌 on which 𝑝 is a locally trivial 𝐶∞ fibration. We may assume
that 𝑌\𝑌 ∗ is a divisor. Set 𝑋∗ = 𝑝−1(𝑌 ∗). For each irreducible component Δ of 𝑌\𝑌 ∗, we write
𝑝∗(Δ) = ∑

𝑗∈𝐽 (Δ) 𝑚 𝑗𝐷 𝑗 + 𝐸Δ as in (11.3.0.1). Then since 𝑚Δ = 1, there is a divisor 𝐷 𝑗 , 𝑗 ∈ 𝐽 (Δ),
such that 𝑚 𝑗 = 1. We denote this 𝐷 𝑗 by 𝐷Δ. Fix a base point 𝑥 in 𝑋∗ and let 𝛾Δ be a small loop
going once around the divisor 𝐷Δ in the counterclockwise direction. Then 𝛿Δ = 𝑝∗(𝛾Δ) is a small
loop going once around the divisor Δ for the corresponding base point 𝑦 = 𝑝(𝑥) in 𝑌 ∗. Since the
restriction 𝑝 |𝑋∗ : 𝑋∗ → 𝑌 ∗ is smooth and surjective, we have the following exact sequence:
(11.4.0.2) 𝜋1(𝐹, 𝑥) → 𝜋1(𝑋∗, 𝑥) → 𝜋1(𝑌 ∗, 𝑦) → 1,
where 𝐹 is the fiber of 𝑝 over 𝑦. Let Φ be the image of 𝜋1(𝐹, 𝑥) → 𝜋1(𝑋∗, 𝑥).

Now we look the following exact sequence:
1 1y y
Φ −−−−−→ Ψ −−−−−→ 𝐶 −−−−−→ 1y y

1 −−−−−→ 𝐾 −−−−−→ 𝜋1(𝑋∗, 𝑥) −−−−−→ 𝜋1(𝑋, 𝑥) −−−−−→ 1y y y
1 −−−−−→ 𝐿 −−−−−→ 𝜋1(𝑌 ∗, 𝑦) −−−−−→ 𝜋1(𝑌, 𝑦) −−−−−→ 1y y y

𝐶 1 1y
1

Note that 𝐶 and 𝐶 are naturally isomorphic. To prove our lemma, it is enough to show that 𝐶,
hence 𝐶 is trivial. Note that by Van Kampen’s theorem, 𝐿 is generated by 𝛿Δ. Thus the map
𝐾 → 𝐿 is surjective, hence 𝐶 is trivial. □

Let 𝑝 : 𝑋 → 𝑌 and 𝑞 : 𝑌 → 𝑆 be algebraic fiber spaces. Given 𝑠 ∈ 𝑆, we consider 𝑝𝑠 : 𝑋𝑠 → 𝑌𝑠,
where 𝑋𝑠 is the fiber of 𝑞 ◦ 𝑝 : 𝑋 → 𝑆 and 𝑌𝑠 is the fiber of 𝑞 : 𝑌 → 𝑆.
Lemma 11.4.5. — For generic 𝑠 ∈ 𝑆, we have Δ(𝑝𝑠) ⊂ Δ(𝑝) ∩ 𝑌𝑠.

To prove this lemma, we start from the following general discussion.
Claim 11.4.6. — Let 𝑝 : 𝑉 → 𝑊 and 𝑞 : 𝑊 → 𝑆 be dominant morphisms of irreducible quasi
projective varieties. Then for generic 𝑠 ∈ 𝑆, the map 𝑝𝑠 : 𝑉𝑠 → 𝑊𝑠 is dominant.
Proof. — We apply Lemma 2.0.1 for 𝑞 : 𝑊 → 𝑆 to get a factorization 𝑊 𝛼→ Σ

𝛽
→ 𝑆 of 𝑞, where

𝛼 : 𝑊 → Σ has connected general fibers and 𝛽 : Σ → 𝑆 is finite. Since 𝑝(𝑉) is a dense contractible
set, there exists a non-empty Zariski open set 𝑊𝑜 ⊂ 𝑊 such that 𝑊𝑜 ⊂ 𝑝(𝑉). Similarly, we may
take a non-empty Zariski open set Σ𝑜 ⊂ Σ such that Σ𝑜 ⊂ 𝛼(𝑊𝑜). By replacing Σ𝑜 by a smaller
non-empty Zariski open set, we may assume that the fiber 𝑊𝜎 is irreducible for every 𝜎 ∈ Σ.
Then for every 𝜎 ∈ Σ, 𝑊𝑜 ∩𝑊𝜎 ⊂ 𝑊𝜎 is a non-empty, hence dense Zariski open set. We set
𝑆𝑜 = 𝑆 − 𝛽(Σ − Σ𝑜). Then for every 𝑠 ∈ 𝑆𝑜, we have 𝛽−1(𝑠) ⊂ Σ𝑜. Hence for every 𝑠 ∈ 𝑆𝑜,
𝑊𝑜 ∩𝑊𝑠 ⊂ 𝑊𝑠 is dense. By 𝑊𝑜 ⊂ 𝑝(𝑉), we have 𝑊𝑜 ∩𝑊𝑠 ⊂ 𝑝𝑠 (𝑉𝑠). Hence 𝑝𝑠 : 𝑉𝑠 → 𝑊𝑠 is
dominant. □

Proof of Lemma 11.4.5. — We start from the following observation.
Claim 11.4.7. — For generic 𝑠 ∈ 𝑆, 𝑝𝑠 : 𝑋𝑠 → 𝑌𝑠 is an algebraic fiber space.
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Proof. — By replacing 𝑆 by a smaller non-empty Zariski open set, we assume that 𝑋𝑠 and 𝑌𝑠 are
smooth varieties for all 𝑠 ∈ 𝑆. We apply Claim 11.4.6. Then by replacing 𝑆 by a smaller non-empty
Zariski open set, we may assume that 𝑝𝑠 : 𝑋𝑠 → 𝑌𝑠 is dominant for every 𝑠 ∈ 𝑆. Next we take
a non-empty Zariski open set 𝑌𝑜 ⊂ 𝑌 such that 𝑝−1(𝑌𝑜) → 𝑌𝑜 has connected fibers. We take
a non-empty Zariski open set 𝑆𝑜 ⊂ 𝑆 such that 𝑆𝑜 ⊂ 𝑞(𝑌𝑜) and that 𝑌𝑠 is irreducible for every
𝑠 ∈ 𝑆𝑜. Hence for every 𝑠 ∈ 𝑆𝑜, 𝑌𝑜 ∩𝑌 𝑠 ⊂ 𝑌𝑠 is a dense Zariski open set. Note that 𝑝𝑠 : 𝑋𝑠 → 𝑌𝑠
has connected fibers over𝑌𝑜 ∩𝑌 𝑠 ⊂ 𝑌𝑠. Hence for every 𝑠 ∈ 𝑆𝑜, 𝑝𝑠 : 𝑋𝑠 → 𝑌𝑠 is an algebraic fiber
space. □

Since the problem is local in 𝑆, by replacing 𝑆 by a smaller non-empty Zariski open set, we
assume that 𝑝𝑠 : 𝑋𝑠 → 𝑌𝑠 are algebraic fiber spaces for all 𝑠 ∈ 𝑆. In particular, both 𝑋𝑠 and 𝑌𝑠 are
smooth.
Claim 11.4.8. — Let 𝐷 ⊂ 𝑌 be an irreducible and reduced divisor such that 𝑞(𝐷) ⊂ 𝑆 is Zariski
dense. Assume that 𝐷 ⊄ Δ(𝑝). Then for generic 𝑠 ∈ 𝑆,

— 𝐷𝑠 ⊂ 𝑌𝑠 is a reduced divisor, and
— for every irreducible component Δ of 𝐷𝑠, we have Δ ⊄ Δ(𝑝𝑠).

Proof. — We first prove the first assertion. Let 𝐷𝑜 ⊂ 𝐷 be the smooth locus of 𝐷. Then
𝐷𝑜 ⊂ 𝐷 is a dense Zariski open set. We take a non-empty Zariski open set 𝑆𝑜 ⊂ 𝑆 such that both
𝑌 → 𝑆 and 𝐷𝑜 → 𝑆 are smooth and surjective over 𝑆𝑜. By Claim 11.4.6 applied to the open
immersion 𝐷𝑜 ⊂ 𝐷, we may also assume that 𝐷𝑜𝑠 ⊂ 𝐷𝑠 is dense. We take 𝑠 ∈ 𝑆𝑜. Then we have
dim𝑌𝑠 = dim𝑌 −dim 𝑆 and dim𝐷𝑠 = dim𝐷 −dim 𝑆. Hence we have dim𝐷𝑠 = dim𝑌𝑠 −1. Hence
𝐷𝑠 ⊂ 𝑌𝑠 is a divisor. Note that the fiber 𝐷𝑜𝑠 = 𝐷𝑜 ×𝑆 Spec(C(𝑠)) is a regular scheme. Hence
𝐷𝑠 ⊂ 𝑌𝑠 is a reduced divisor. This shows the first assertion.

Next we prove the second assertion. Let 𝑝∗𝐷 =
∑
𝑚 𝑗𝑊 𝑗 + 𝐸 be the decomposition as in

(11.3.0.1). By 𝐷 ⊄ Δ(𝑝), there exists 𝑊 𝑗0 such that 𝑚 𝑗0 = 1. We remove
∑
𝑗≠ 𝑗0 𝑚 𝑗𝑊 𝑗 + 𝐸 from

𝑋 to get a Zariski open set 𝑍 ⊂ 𝑋 . Then 𝑍 is quasi-projective. Set 𝑊 = 𝑍 ∩𝑊 𝑗0 , which is a
reduced divisor on 𝑍 . Let 𝜋 : 𝑍 → 𝑌 be the restriction of 𝑝 onto 𝑍 . Then we have 𝜋∗𝐷 = 𝑊

and 𝜋(𝑊) = 𝐷. We apply the first assertion of Claim 11.4.8 for 𝑊 ⊂ 𝑋 . Then for generic 𝑠 ∈ 𝑆,
𝑊𝑠 ⊂ 𝑍𝑠 is a reduced divisor. By Claim 11.4.6, 𝜋𝑠 (𝑊𝑠) = 𝐷𝑠 for generic 𝑠 ∈ 𝑆. We take generic
𝑠 ∈ 𝑆 and an irreducible component Δ of 𝐷𝑠. Then by 𝜋∗𝑠𝐷𝑠 = 𝑊𝑠, we have Δ ⊄ Δ(𝜋𝑠), hence
Δ ⊄ Δ(𝑝𝑠). □

Now let 𝑌𝑜 ⊂ 𝑌 be a non-empty Zariski open set such that 𝑝 |𝑋𝑜 : 𝑋𝑜 → 𝑌𝑜 is smooth and
surjective, where 𝑋𝑜 = 𝑝−1(𝑌𝑜). We may assume that 𝐷 = 𝑌 − 𝑌𝑜 is a divisor. Let 𝐷1, . . . , 𝐷𝑛
be the irreducible components of 𝐷. By replacing 𝑆 by a smaller non-empty Zariski open set, we
may assume that 𝑞(𝐷𝑖) is dense in 𝑆 for all 𝑖 = 1, . . . , 𝑛. We assume that 𝐷𝑖 , 1 ≤ 𝑖 ≤ 𝑙, are all the
components of 𝐷 such that 𝐷𝑖 ⊄ Δ(𝑝). By replacing 𝑆 by a smaller non-empty Zariski open set,
we may assume that Claim 11.4.8 is valid for all 𝑠 ∈ 𝑆 and 𝐷1, . . . , 𝐷𝑙. We take 𝑠 ∈ 𝑆. Let Δ ⊂ 𝑌𝑠
be a prime divisor such that Δ ⊂ Δ(𝑝𝑠).

We first show Δ ⊂ 𝐷𝑠. For this purpose, we suppose contrary Δ ⊄ 𝐷𝑠. Then Δ ∩ 𝑌𝑜𝑠 ≠ ∅.
Set 𝑋𝑜𝑠 = 𝑝−1

𝑠 (𝑌𝑜𝑠 ). Note that 𝑝𝑠 |𝑋𝑜
𝑠

: 𝑋𝑜𝑠 → 𝑌𝑜𝑠 is smooth and surjective. Then the divisor
𝑝∗𝑠Δ ∩ 𝑋𝑜𝑠 ⊂ 𝑋𝑜𝑠 is reduced and 𝑝𝑠 (Δ ∩ 𝑋𝑜𝑠 ) = Δ ∩ 𝑌𝑜𝑠 . Thus Δ ⊄ Δ(𝑝𝑠), a contradiction. Hence
Δ ⊂ 𝐷𝑠.

Now we may take 𝐷𝑖 , 𝑖 = 1, . . . , 𝑛, such that Δ ⊂ 𝐷𝑖 . Then by Claim 11.4.8, we have
𝑙 + 1 ≤ 𝑖 ≤ 𝑛. Hence by 𝐷𝑖 ⊂ Δ(𝑝) for 𝑖 = 𝑙 + 1, . . . , 𝑛, we have Δ ⊂ Δ(𝑝). This shows
Δ(𝑝𝑠) ⊂ Δ(𝑝) ∩ 𝑌𝑠. □

Lemma 11.4.9. — Let 𝐴 be a semi-abelian variety, and let 𝑝 : 𝑋 → 𝐴 be an algebraic fiber
space. Let 𝐵 be the quotient semi-abelian variety 𝐴/St𝑜 (Δ(𝑝)). Let 𝑞 : 𝑋 → 𝐵 be the composition
of 𝑝 and the quotient 𝑟 : 𝐴→ 𝐵. If 𝑞 is 𝜋1-exact, then 𝑝 is 𝜋1-exact.
Proof. — We apply Lemma 11.4.5. Then for generic 𝑏 ∈ 𝐵, we have Δ(𝑝𝑏) ⊂ Δ(𝑝), where
𝑝𝑏 : 𝑋𝑏 → 𝐴𝑏 is the induced algebraic fiber space. Note that 𝑟 (Δ(𝑝)) ⫋ 𝐵 by 𝑟 (Δ(𝑝)) =

Δ(𝑝)/St𝑜 (Δ(𝑝)). Hence we may assume 𝑏 ∈ 𝐵\𝑟 (Δ(𝑝)). Then we have 𝐴𝑏 ∩ Δ(𝑝) = ∅. Hence
Δ(𝑝𝑏) = ∅. We take generic 𝑎 ∈ 𝐴 such that the fiber 𝑋𝑎 of 𝑝 : 𝑋 → 𝐴 over 𝑎 is smooth. Then
𝑋𝑎 is a smooth fiber of the algebraic fiber space 𝑝𝑏 : 𝑋𝑏 → 𝐴𝑏. By Lemma 11.4.4, we have the
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exact sequence:
(11.4.0.3) 𝜋1(𝑋𝑎, 𝑥) → 𝜋1(𝑋𝑏, 𝑥) → 𝜋1(𝐴𝑏, 𝑎) → 1,
where 𝑥 ∈ 𝑋𝑎. We consider the following sequence:

(11.4.0.4)

𝜋1(𝑋𝑎, 𝑥) −−−−−→ 𝜋1(𝑋, 𝑥) −−−−−→ 𝜋1(𝐴, 𝑎)

𝑐
y 𝑖

y 𝑒
y

𝜋1(𝑋𝑏, 𝑥) −−−−−→ 𝜋1(𝑋, 𝑥) −−−−−→ 𝜋1(𝐵, 𝑏)
where the second line is exact from the assumption and 𝑖 is an isomorphism. By (11.4.0.3), we
have coker(𝑐) = 𝜋1(𝐴𝑏, 𝑎) = ker(𝑒). Thus the kernel of the natural map 𝜋1(𝑋𝑏, 𝑥) → ker(𝑒) is
the image of 𝑐 : 𝜋1(𝑋𝑎, 𝑥) → 𝜋1(𝑋𝑏, 𝑥). Hence the first line of (11.4.0.4) is also exact. □

Proof of Proposition 11.4.2. — Inductively, we define algebraic fiber spaces 𝑝𝑖 : 𝑋 → 𝐴𝑖 , where
𝐴𝑖 are semi-abelian varieties, as follows: First, set 𝐴1 = 𝐴 and 𝑝1 = 𝑝. Next if dim St(Δ(𝑝𝑖)) > 0,
then set 𝐴𝑖+1 = 𝐴𝑖/St𝑜 (Δ(𝑝𝑖)) and let 𝑝𝑖+1 be the composition of 𝑝𝑖 and the quotient map
𝐴𝑖 → 𝐴𝑖+1. Then since dim 𝐴𝑖 > dim 𝐴𝑖+1 > 0, this process should stop, i.e., dim St(Δ(𝑝𝑖)) = 0
for some 𝑖. Then by Lemma 11.4.3, we have Δ(𝑝𝑖) = ∅. Thus by Lemmas 11.4.4 and 11.4.9, we
conclude that 𝑝 is 𝜋1-exact. □

11.5. Two Lemmas for the proof of Theorem 11.0.3

Before going to give a proof of Theorem 11.0.3, we prepare three lemmas.
Lemma 11.5.1. — Let Π ⊂ C𝑛 be a finitely generated additive subgroup which is Zariski dense.
Set Σ = {𝜎 ∈ GL(C𝑛); 𝜎Π = Π}. Let 𝜆 : Σ → GL(Π ⊗Z Q) be the induced map. Let Σ̃ ⊂ Σ be a
subgroup and let 𝐸 ⊂ GL(Π ⊗Z Q) be the Zariski closure of 𝜆(Σ̃) ⊂ GL(Π ⊗Z Q). Let 𝑌 be the
Zariski closure of Σ̃ ⊂ GL(C𝑛). Assume that the identity component 𝐸𝑜 ⊂ 𝐸 is unipotent. Then
the identity component 𝑌𝑜 ⊂ 𝑌 is unipotent.
Proof. — SinceΠ ⊂ C𝑛 is Zariski dense, 𝜆 is injective and the natural linear map 𝑞 : Π⊗ZC→ C𝑛
is surjective. Set 𝐾 = ker(𝑞). Then we have the following exact sequence of finite dimensional
C-vector spaces:

0 → 𝐾 → Π ⊗Z C→ C𝑛 → 0.
Let 𝐻 ⊂ GL(Π ⊗Z C) be the algebraic subgroup such that 𝑔 ∈ 𝐻 iff 𝑔𝐾 = 𝐾 . We claim
that 𝜆(Σ) ⊂ 𝐻 under the embedding 𝜆 : Σ ↩→ GL(Π ⊗Z C). Indeed, we take 𝜎 ∈ Σ and
𝑣1 ⊗ 𝑐1 + · · · + 𝑣𝑟 ⊗ 𝑐𝑟 ∈ 𝐾 . Then we have 𝑐1𝑣1 + · · · + 𝑐𝑟𝑣𝑟 = 0 in C𝑛. We have

𝑞(𝜆(𝜎) (𝑣1 ⊗ 𝑐1 + · · · + 𝑣𝑟 ⊗ 𝑐𝑟 )) = 𝑞(𝜎(𝑣1) ⊗ 𝑐1 + · · · + 𝜎(𝑣𝑟 ) ⊗ 𝑐𝑟 )
= 𝑐1𝑞(𝜎(𝑣1)) + · · · + 𝑐𝑟𝑞(𝜎(𝑣𝑟 ))
= 𝑐1𝜎(𝑣1) + · · · + 𝑐𝑟𝜎(𝑣𝑟 )
= 𝜎(𝑐1𝑣1 + · · · + 𝑐𝑟𝑣𝑟 ) = 0.

Hence 𝜎(𝑣1 ⊗ 𝑐1 + · · · + 𝑣𝑟 ⊗ 𝑐𝑟 ) ∈ 𝐾 . Thus 𝜎 ∈ 𝐻, so Σ ⊂ 𝐻.
Now we have a morphism 𝑝 : 𝐻 → GL(C𝑛). Then 𝑝 ◦ 𝜆 : Σ → GL(C𝑛) is the original

embedding. This induces a surjection 𝐸C → 𝑌 , where 𝐸C = 𝐸 ×Q̄ C. Hence we get a surjection
𝐸𝑜
C
→ 𝑌𝑜. Since every quotient of unipotent group is again unipotent, 𝑌𝑜 is unipotent. □

Lemma 11.5.2. — Let 𝑍 → 𝐸 be a surjective morphism of algebraic groups. Assume that the
radical of 𝑍 is unipotent. Then the radical of 𝐸 is unipotent.
Proof. — We have an exact sequence

1 → 𝑅(𝑍) → 𝑍 → 𝑍/𝑅(𝑍) → 1,
where 𝑅(𝑍) is the radical of 𝑍 . Then 𝑍/𝑅(𝑍) is semi-simple. Let 𝑁 ⊂ 𝑍 be the kernel of 𝑍 → 𝐸 .
Then we have

1 → 𝑅(𝑍)/(𝑅(𝑍) ∩ 𝑁) → 𝐸 → (𝑍/𝑅(𝑍))/𝑁 ′ → 1
where 𝑁 ′ ⊂ 𝑍/𝑅(𝑍) is the image of 𝑁 . Then (𝑍/𝑅(𝑍))/𝑁 ′ is semi-simple and 𝑅(𝑍)/(𝑅(𝑍) ∩𝑁)
is solvable. Hence 𝑅(𝐸) = 𝑅(𝑍)/(𝑅(𝑍) ∩𝑁). Hence 𝑅(𝐸) is a quotient of 𝑅(𝑍). Note that 𝑅(𝑍)
is unipotent. Hence 𝑅(𝐸) is unipotent. □



11.6. PROOF OF ?? 101

11.6. Proof of Theorem 11.0.3

Proof of Theorem 11.0.3. — We take a finite étale cover 𝑋 ′ → 𝑋 such that 𝜋1(𝑋 ′)𝑎𝑏 is torsion
free. Note that 𝜑(𝜋1(𝑋 ′)) ⊂ 𝐺 is Zariski dense and 𝑋 ′ is special or ℎ-special. Hence by replacing
𝑋 by 𝑋 ′, we may assume that 𝜋1(𝑋)𝑎𝑏 is torsion free.

Let 𝑋 → 𝐴 be the quasi Albanese map. We have the following sequence

(11.6.0.1) 𝜋1(𝐹)
𝜅→ 𝜋1(𝑋) → 𝜋1(𝐴) → 1,

where 𝐹 ⊂ 𝑋 is a generic fiber. By Proposition 11.4.2, this sequence is exact. Since 𝜋1(𝑋)𝑎𝑏
is torsion free, we have 𝜋1(𝐴) = 𝜋1(𝑋)𝑎𝑏. Hence 𝜅 induces 𝜋1(𝐹) → 𝜋1(𝑋)′, where 𝜋1(𝑋)′ =
[𝜋1(𝑋), 𝜋1(𝑋)]. By 𝜑(𝜋1(𝑋)′) ⊂ 𝐺′, we get

𝜑 ◦ 𝜅 : 𝜋1(𝐹) → 𝐺′.

Let Π ⊂ 𝐺′/𝐺′′ be the image of 𝜋1(𝐹) → 𝐺′/𝐺′′. Since 𝜋1(𝐹) is finitely generated, Π is a
finitely generated, abelian group.
Claim 11.6.1. — Π ⊂ 𝐺′/𝐺′′ is Zariski dense.
Proof. — Set Γ = 𝜑(𝜋1(𝑋)). Note that Γ′ ⊂ 𝐺′, where Γ′ = [Γ, Γ] and 𝐺′ = [𝐺,𝐺]. We first
show that Γ′ is Zariski dense in 𝐺′. Let 𝐻 ⊂ 𝐺′ be the Zariski closure of Γ′. Then we have
Γ/Γ′ → 𝐺/𝐻, whose image is Zariski dense. Since Γ/Γ′ is commutative, 𝐺/𝐻 is commutative.
Hence 𝐺′ ⊂ 𝐻. This shows 𝐻 = 𝐺′. Thus Γ′ ⊂ 𝐺′ is Zariski dense.

Now by Proposition 11.4.2, 𝜅 induces the surjection 𝜋1(𝐹) ↠ 𝜋1(𝑋)′. Since 𝜋1(𝑋) → Γ is
surjective, the induced map 𝜋1(𝑋)′ → Γ′ is surjective. Hence 𝜋1(𝑋) → Γ induces a surjection
𝜋1(𝐹) ↠ Γ′. Hence the image 𝜋1(𝐹) → 𝐺′ is Zariski dense, for Γ′ ⊂ 𝐺′ is Zariski dense. Hence
Π ⊂ 𝐺′/𝐺′′ is Zariski dense. □

Let Φ ⊂ 𝜋1(𝑋) be the image of 𝜋1(𝐹) → 𝜋1(𝑋). By (11.6.0.1), we have the following exact
sequence:

1 → Φ → 𝜋1(𝑋) → 𝜋1(𝐴) → 1.
Note that Φ′ ⊂ 𝜋1(𝑋) is a normal subgroup. Hence we get

1 −−−−−→ Φ𝑎𝑏 −−−−−→ 𝜋1(𝑋)/Φ′ −−−−−→ 𝜋1(𝐴) −−−−−→ 1y y y
1 −−−−−→ 𝐺′/𝐺′′ −−−−−→ 𝐺/𝐺′′ −−−−−→ 𝐺/𝐺′ −−−−−→ 1

By the conjugation, we get
𝜋1(𝐴) → Aut(Φ𝑎𝑏).

This induces
𝜌 : 𝜋1(𝐴) → Aut(Π).

Note that 𝐺′/𝐺′′ is a commutative unipotent group. Hence 𝐺′/𝐺′′ ≃ (G𝑎)𝑛, where G𝑎 is the
additive group. The exponential map Lie(𝐺′/𝐺′′) → 𝐺′/𝐺′′ is an isomorphism. Note that
(G𝑎)𝑛 = C𝑛 as additive group. We have

Aut((G𝑎)𝑛) = GL(Lie(𝐺′/𝐺′′)) = GL(C𝑛).
Hence by the conjugate, we have

𝜇 : 𝐺/𝐺′ → Aut(𝐺′/𝐺′′) = GL(C𝑛).
Let 1 → 𝑈 → 𝐺 → 𝑇 → 1 be the sequence as in (11.2.0.1). We have 𝐺/𝐺′ = (𝑈/𝐺′) × 𝑇 ,

from which we obtain 𝜇 |𝑇 : 𝑇 → GL(C𝑛). In the following, we are going to prove that 𝜇 |𝑇 is
trivial. (Then Lemma 11.2.4 will yields that 𝐺 is nilpotent.) For this purpose, we shall show that
𝜇 |𝑇 (𝑇) is contained in some unipotent subgroup 𝑌 ⊂ GL(C𝑛), which we describe below, and then
apply Lemma 11.2.1.

Now we define a subgroup

Σ = {𝜎 ∈ Aut(𝐺′/𝐺′′); 𝜎Π = Π} ⊂ GL(C𝑛).
Note that 𝜌 : 𝜋1(𝐴) → Aut(Π) factors through 𝜇 : 𝐺/𝐺′ → Aut(𝐺′/𝐺′′). This induces the
following commutative diagram:
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(11.6.0.2)

𝜋1(𝐴)
𝜌

−−−−−→ Σy y
𝐺/𝐺′ −−−−−→

𝜇
GL(C𝑛)

Since Π ⊂ C𝑛 is finitely generated, Π is a free abelian group of finite rank. Since Π ⊂ C𝑛 is
Zariski dense (cf. Claim 11.6.1), the linear subspace spanned by Π is C𝑛. Hence we may embed
Σ ⊂ GL(Π ⊗Z Q̄). Let 𝐸 ⊂ GL(Π ⊗Z Q̄) be the Zariski closure of 𝜌(𝜋1(𝐴)) ⊂ GL(Π ⊗Z Q̄).
Then 𝐸 is commutative. Let 𝐸𝑜 ⊂ 𝐸 be the identity component.
Claim 11.6.2. — 𝐸𝑜 is unipotent.
Proof. — We apply Deligne’s theorem. Let 𝐴𝑜 ⊂ 𝐴 be a non-empty Zariski open set such that
the restriction 𝑓𝑜 : 𝑋𝑜 → 𝐴𝑜 of 𝑋 → 𝐴 over 𝐴𝑜 is a locally trivial 𝐶∞-fibration. Then we have
the following exact sequence

𝜋1(𝐹) → 𝜋1(𝑋𝑜) → 𝜋1(𝐴𝑜) → 1.

Let Ψ ⊂ 𝜋1(𝑋𝑜) be the image of 𝜋1(𝐹) → 𝜋1(𝑋𝑜). Note that Ψ′ ⊂ 𝜋1(𝑋𝑜) is a normal subgroup.
Then we get the following commutative diagram:

1 −−−−−→ Ψ𝑎𝑏 −−−−−→ 𝜋1(𝑋𝑜)/Ψ′ −−−−−→ 𝜋1(𝐴𝑜) −−−−−→ 1y y y
1 −−−−−→ Φ𝑎𝑏 −−−−−→ 𝜋1(𝑋)/Φ′ −−−−−→ 𝜋1(𝐴) −−−−−→ 1y y y
1 −−−−−→ 𝐺′/𝐺′′ −−−−−→ 𝐺/𝐺′′ −−−−−→ 𝐺/𝐺′ −−−−−→ 1

By the conjugation, we get
𝜆 : 𝜋1(𝐴𝑜) → Aut(Ψ𝑎𝑏).

This induces
𝜆̄ : 𝜋1(𝐴𝑜) → Aut(Π),

which is the composite of 𝜋1(𝐴𝑜) → 𝜋1(𝐴) and 𝜌 : 𝜋1(𝐴) → Aut(Π). We note that 𝜆̄ induces

𝜆̄Q̄ : 𝜋1(𝐴𝑜) → GL(Π ⊗Z Q̄).

Then 𝐸 ⊂ GL(Π ⊗Z Q̄) is the Zariski closure of the image 𝜆̄Q̄(𝜋1(𝐴𝑜)).
Now we have the monodromy action

𝜏 : 𝜋1(𝐴𝑜) → GL(𝜋1(𝐹)𝑎𝑏 ⊗Z Q̄)
induced from the family 𝑋𝑜 → 𝐴𝑜. Let 𝑍 ⊂ GL(𝜋1(𝐹)𝑎𝑏⊗Z Q̄) be the Zariski closure of the image
𝜏(𝜋1(𝐴𝑜)). Let 𝑅(𝑍) ⊂ 𝑍 be the radical of 𝑍 . Since 𝑋𝑜 → 𝐴𝑜 is a locally trivial 𝐶∞ fibration,
𝜏 is dual to the local system 𝑅1( 𝑓𝑜)∗(Q̄). Note that 𝑅1( 𝑓𝑜)∗(Q̄), hence 𝜏 underlies an admissible
variation of mixed Hodge structures (cf. [BEZ14] for the definition). Then by Deligne’s theorem
(cf. [And92, Corollary 2] or [Del71, 4.2.9b]), 𝑅(𝑍) is unipotent. Let 𝐻 ⊂ GL(𝜋1(𝐹)𝑎𝑏 ⊗Z Q̄) be
an algebraic subgroup defined by

𝐻 = {𝜎 ∈ GL(𝜋1(𝐹)𝑎𝑏 ⊗Z Q̄);𝜎𝐾 = 𝐾},
where 𝐾 = ker(𝜋1(𝐹)𝑎𝑏 ⊗Z Q̄ → Π ⊗Z Q̄). Then 𝜏(𝜋1(𝐴𝑜)) ⊂ 𝐻, hence 𝑍 ⊂ 𝐻. Note that
𝜆̄Q̄ factors through 𝜏 : 𝜋1(𝐴𝑜) → 𝐻. This induces a morphism 𝑍 → 𝐸 , which is surjective, for
𝜆̄Q̄(𝜋1(𝐴𝑜)) is Zariski dense. Hence we get a surjection 𝑍 → 𝐸 . Hence by Lemma 11.5.2, 𝑅(𝐸)
is unipotent. Since 𝐸 is commutative, we have 𝑅(𝐸) = 𝐸𝑜. Hence 𝐸𝑜 is unipotent. □

Let 𝑌 ⊂ GL(C𝑛) be the Zariski closure of 𝜌(𝜋1(𝐴)) ⊂ GL(C𝑛). Let 𝑌𝑜 ⊂ 𝑌 be the identity
component. By Claim 11.6.1, we may apply Lemma 11.5.1 for Σ̃ = 𝜌(𝜋1(𝐴)) ⊂ Σ to conclude
that 𝑌𝑜 is unipotent. Since the image of 𝜋1(𝐴) → 𝐺/𝐺′ is Zariski dense, the commutativity
of (11.6.0.2) implies 𝜇(𝐺/𝐺′) ⊂ 𝑌 . This is Zariski dense, in particular 𝑌𝑜 = 𝑌 . By 𝐺/𝐺′ =
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(𝑈/𝐺′) ×𝑇 , 𝜇 induces 𝜇 |𝑇 : 𝑇 → 𝑌 . Since 𝑌 is unipotent, this is trivial by Lemma 11.2.1. Hence
the action of 𝑇 onto 𝐺′/𝐺′′ is trivial. By Lemma 11.2.4, 𝐺 is nilpotent. □

11.7. Proof of Theorem 11.0.2

Theorem 11.0.2 is a consequence of Corollary B and Theorem 11.0.3.
Proof of Theorem 11.0.2. — Observe that if 𝑋 is ℎ-special (resp. special), then any finite étale
cover of 𝑋 is also ℎ-special (resp. special). Denote by 𝐺 be the Zariski closure of 𝜚. Then after
replacing 𝑋 by a finite étale cover corresponding to the finite index subgroup 𝜚−1(𝜚(𝜋1(𝑋)) ∩
𝐺0(C)) of 𝜋1(𝑋), we can assume that the Zariski closure𝐺 of 𝜚 is connected. Denote by 𝑅(𝐺) the
radical 𝑅(𝐺) of𝐺, which is the unique normal solvable subgroup such that𝐺/𝑅(𝐺) is semisimple.
If 𝑅(𝐺) ≠ 𝐺, the induced representation 𝜚′ : 𝜋1(𝑋) → 𝐺/𝑅(𝐺) (C) is still Zariski dense. By
Corollary 10.0.7, 𝑋 is neither ℎ-special nor weakly special which contradicts our assumption. This
implies that 𝑅(𝐺) = 𝐺. By Theorem 11.0.3, 𝐺 is nilpotent.

If 𝜚 is assumed to be semisimple, then 𝐺 is reductive. Hence 𝑅(𝐺) of 𝐺 is an algebraic torus.
It follows that 𝜚(𝜋1(𝑋)) is a virtually abelian group. □

11.8. Some examples

As we mentioned above, the following example disproves Conjecture 1.5.4. We construct a
quasi-projective surface, which is both ℎ-special and special. Its fundamental group is linear and
nilpotent, but not almost abelian.
Example 11.8.1. — Fix 𝜏 ∈ H from the upper half plane. Then C/< Z+Z𝜏 > is an elliptic curve.
We define a nilpotent group 𝐺 as follows.

𝐺 =

𝑔(𝑙, 𝑚, 𝑛) =
©­­­«

1 0 𝑚 𝑛

−𝑚 1 −𝑚2

2 𝑙

0 0 1 0
0 0 0 1

ª®®®¬ ∈ GL4(Z) | 𝑙, 𝑚, 𝑛 ∈ Z


Thus as sets 𝐺 ≃ Z3. However, 𝐺 is non-commutative as direct computation shows:

(11.8.0.1) 𝑔(𝑙, 𝑚, 𝑛) · 𝑔(𝑙′, 𝑚′, 𝑛′) = 𝑔(−𝑚𝑛′ + 𝑙 + 𝑙′, 𝑚 + 𝑚′, 𝑛 + 𝑛′).

We define 𝐶 ⊂ 𝐺 by letting 𝑚 = 0 and 𝑛 = 0.

𝐶 =

𝑔(𝑙, 0, 0) =
©­­­«
1 0 0 0
0 1 0 𝑙

0 0 1 0
0 0 0 1

ª®®®¬ ∈ GL4(Z) | 𝑙 ∈ Z


Then 𝐶 is a free abelian group of rank one, thus 𝐶 ≃ Z as groups. By (11.8.0.1), 𝐶 is a center of
𝐺. We have an exact sequence

1 → 𝐶 → 𝐺 → 𝐿 → 1,

where 𝐿 ≃ Z2 is a free abelian group of rank two. This is a central extension. The quotient map
𝐺 → 𝐿 is defined by 𝑔(𝑙, 𝑚, 𝑛) ↦→ (𝑚, 𝑛).
Claim 11.8.2. — 𝐺 is not almost abelian.
Proof. — For (𝜇, 𝜈) ∈ Z2, we set 𝐺𝜇,𝜈 = {𝑔(𝑙, 𝑚, 𝑛); 𝜇𝑛 = 𝜈𝑚}. Then by (11.8.0.1), 𝐺𝜇,𝜈 is a
subgroup of 𝐺. By (11.8.0.1), 𝑔(𝑙, 𝑚, 𝑛) commutes with 𝑔(𝑙′, 𝑚′, 𝑛′) if and only if 𝑔(𝑙′, 𝑚′, 𝑛′) ∈
𝐺𝑚,𝑛. We have 𝐶 ⊂ 𝐺𝜇,𝜈 and 𝐺𝜇,𝜈/𝐶 = {(𝑚, 𝑛) ∈ 𝐿; 𝜇𝑛 = 𝜈𝑚}. Hence the index of 𝐺𝜇,𝜈 ⊂ 𝐺

is infinite for (𝜇, 𝜈) ≠ (0, 0).
Now assume contrary that 𝐺 is almost abelian. The we may take a finite index subgroup 𝐻 ⊂ 𝐺

which is abelian. We may take 𝑔(𝑙, 𝑚, 𝑛) ∈ 𝐻 such that (𝑚, 𝑛) ≠ (0, 0). Then we have 𝐻 ⊂ 𝐺𝑚,𝑛.
This is a contradiction, since the index of 𝐺𝑚,𝑛 ⊂ 𝐺 is infinite. □
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Now we define an action 𝐺 ↷ C2 as follows: For (𝑧, 𝑤) ∈ C2, we set

©­­­«
𝑧

𝑤

𝜏

1

ª®®®¬ ↦→
©­­­«

1 0 𝑚 𝑛

−𝑚 1 −𝑚2

2 𝑙

0 0 1 0
0 0 0 1

ª®®®¬
©­­­«
𝑧

𝑤

𝜏

1

ª®®®¬
Hence

𝑔(𝑙, 𝑚, 𝑛) · (𝑧, 𝑤) =
(
𝑧 + 𝑚𝜏 + 𝑛,−𝑚𝑧 + 𝑤 − 𝑚2

2
𝜏 + 𝑙

)
.

This action is properly discontinuous. We set 𝑋 = C2/𝐺. Hence 𝜋1(𝑋) = 𝐺. Then 𝑋 is a smooth
complex manifold. We have C2/𝐶 ≃ C × C∗. The action 𝐿 ↷ C × C∗ is written as

(11.8.0.2) (𝑧, 𝜉) ↦→ (𝑧 + 𝑚𝜏 + 𝑛, 𝑒−2𝜋𝑖𝑚𝑧−𝜋𝑖𝑚2𝜏𝜉),

where 𝜉 = 𝑒2𝜋𝑖𝑤 . The first projection C×C∗ → C is equivariant 𝐿 ↷ C×C∗ → C ↶ 𝐿. By this,
we have 𝑋 → 𝐸 , where 𝐸 = C/< Z + Z𝜏 > is an elliptic curve. The action (11.8.0.2) gives the
action on C × C by the natural inclusion C × C∗ ⊂ C × C. We consider this as a trivial line bundle
by the first projection C × C→ C. We set 𝑌 = (C × C)/𝐿. This gives a holomorphic line bundle
𝑌 → 𝐸 . By Serre’s GAGA, 𝑌 is algebraic. Hence 𝑋 = 𝑌 − 𝑍 is quasi-projective, where 𝑍 is the
zero section of 𝑌 .
Claim 11.8.3. — The quasi-projective surface 𝑋 is special and contains a Zariski dense entire
curve. In particular, it is ℎ-special.
Proof. — We take a dense set {(𝑥𝑛, 𝑦𝑛)}𝑛∈Z ⊂ C2. By Mittag-Leffler interpolation we can find
entire functions 𝑓1(𝑧) and 𝑓2(𝑧) such that 𝑓1(𝑛) = 𝑥𝑛 and 𝑓2(𝑛) = 𝑦𝑛. Then 𝑓 : C → C2 defined
by 𝑓 = ( 𝑓1, 𝑓2) is a metrically dense entire curve. Note that 𝜋 : C2 → 𝑋 is the universal covering
map. It follows that 𝜋 ◦ 𝑓 is a metrically dense entire curve in 𝑋 . Hence 𝑋 is also ℎ-special.

If 𝑋 is not special, then by definition after replacing 𝑋 by a proper birational modification there
is an algebraic fiber space 𝑔 : 𝑋 → 𝐶 from 𝑋 to a quasi-projective curve such that the orbifold
base (𝐶,Δ) of 𝑔 defined in [Cam11a] is of log general type, hence hyperbolic. However, the
composition 𝑔 ◦ 𝜋 ◦ 𝑓 is a orbifold entire curve of (𝐶,Δ). This contradicts with the hyperbolicity
of (𝐶,Δ). Therefore, 𝑋 is special. □

Remark 11.8.4. — Let𝑌 → 𝐸 be the line bundle described in Example 11.8.1. Here𝑌 = (C×C)/𝐿
under the action given by (11.8.0.2). By the 𝜏-quasiperiodic relation, the Jacobi theta function
𝜗(𝑧, 𝜏) gives an equivariant section of the first projection C × C → C. Hence the degree of the
line bundle 𝑌 → 𝐸 is equal to one. Thus 𝑌 is ample.
Remark 11.8.5. — The above 𝑋 in Example 11.8.1 is homotopy equivalent to a Heisenberg
manifold which is a circle bundle over the 2-torus. It is well known that Heisenberg manifolds
have nilpotent fundamental groups.

We will construct an example of ℎ-special complex manifold with linear solvable, but non
virtually nilpotent fundamental group. By Theorem 11.0.3, it is thus non quasi-projective.
Example 11.8.6. — We start from algebraic argument. Set

𝑀 =

[
1 2
1 3

]
∈ SL2(Z)

All the needed property for 𝑀 is contained in the following Claim 11.8.7.
Claim 11.8.7. — For every non-zero 𝑛 ∈ Z − {0}, 𝑀𝑛 has no non-zero eigenvector in Z2.
Proof. — Fix 𝑛 ∈ Z − {0}. Assume contrary that there exists 𝑣 ∈ Z2\{0}, such that 𝑀𝑛𝑣 = 𝛼𝑛𝑣,
where 𝛼 is an eigenvalue of 𝑀 . Then 𝛼𝑛 ∉ Q as direct computation shows. Hence 𝛼𝑛𝑣 ∉ Z2, while
𝑀𝑛𝑣 ∈ Z2. This is a contradiction. □

Claim 11.8.8. — Let 𝑁 ⊂ Z2 be a submodule. Let 𝑛 ∈ Z− {0}. If 𝑁 is invariant under the action
of 𝑀𝑛, then either 𝑁 = {0} or 𝑁 is finite index in Z2.
Proof. — Suppose 𝑁 ≠ {0}. By Claim 11.8.7, we have dimR 𝑁 ⊗Z R = 2. Then 𝑁 is finite index
in Z2. □
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Claim 11.8.9. — Let 𝐺 be a group which is an extension

1 → Z2 → 𝐺
𝑝
→ Z→ 1.

Assume that the corresponding action Z→ Aut(Z2) is given by 𝑛 ↦→ 𝑀𝑛. Then 𝐺 is not virtually
nilpotent.
Proof. — Assume contrary that there exists a finite index subgroup 𝐺′ ⊂ 𝐺 which is nilpotent.
Then there exists a central sequence

𝐺′ ∩ Z2 = 𝑁0 ⊃ 𝑁1 ⊃ 𝑁2 ⊃ · · · ⊃ 𝑁𝑘+1 = {0},
i.e., for each 𝑖 = 0, . . . , 𝑘 , 𝑁𝑖 ⊂ 𝐺′ is a normal subgroup and 𝑁𝑖/𝑁𝑖+1 ⊂ 𝐺′/𝑁𝑖+1 is contained in
the center of 𝐺′/𝑁𝑖+1. By induction on 𝑖, we shall prove that 𝑁𝑖 ⊂ Z2 is a finite index subgroup.
For 𝑖 = 0, this is true by 𝑁0 = 𝐺′ ∩ Z2. We assume that 𝑁𝑖 ⊂ Z2 is finite index. There exists
𝑙 ∈ Z>0 such that 𝑝(𝐺′) = 𝑙Z, where 𝑝 : 𝐺 → Z. Then we have an exact sequence

1 → 𝐺′ ∩ Z2 → 𝐺′ → 𝑙Z→ 1.
Since 𝑁𝑖+1 ⊂ 𝐺′ is normal, 𝑁𝑖+1 ⊂ Z2 is invariant under the action 𝑀 𝑙. By Claim 11.8.8, either
𝑁𝑖+1 = {0} or 𝑁𝑖+1 ⊂ Z2 is finite index. In the second case, we complete the induction step. Hence
it is enough to show 𝑁𝑖+1 ≠ {0}. So suppose 𝑁𝑖+1 = {0}. Note that 𝑁𝑖/𝑁𝑖+1 is contained in the
center of 𝐺′/𝑁𝑖+1. Hence 𝑁𝑖 is contained in the center of 𝐺′. So 𝑀 𝑙 acts trivially on 𝑁𝑖 . This is a
contradiction (cf. Claim 11.8.7). Hence 𝑁𝑖+1 ≠ {0}. Thus we have proved that 𝑁𝑖 ⊂ Z2 is a finite
index subgroup. This contradicts to 𝑁𝑘+1 = {0}. Thus 𝐺 is not virtually nilpotent. □

Now for 𝑛 ∈ Z, we define integers 𝑎𝑛, 𝑏𝑛, 𝑐𝑛 ,𝑑𝑛 by[
𝑎𝑛 𝑏𝑛
𝑐𝑛 𝑑𝑛

]
= 𝑀𝑛

Define a Z-action on C∗ × C∗ × C by

(𝜉1, 𝜉2, 𝑧) ↦→ (𝜉𝑎𝑛1 𝜉
𝑏𝑛
2 , 𝜉

𝑐𝑛
1 𝜉

𝑑𝑛
2 , 𝑧 + 𝑛).

The quotient by this action is a holomorphic fiber bundle 𝑋 over C∗ with fibers C∗ × C∗. For the
monodromy representation of this fiber bundle 𝜚 : Z→ Aut(Z2),

𝜚(𝑛) = 𝑀𝑛

We have
1 → 𝜋1(C∗ × C∗) → 𝜋1(𝑋) → 𝜋1(C∗) → 1

Hence 𝜋1(𝑋) is solvable. By Claim 11.8.9, 𝜋1(𝑋) is not virtually nilpotent.





CHAPTER 12

A STRUCTURE THEOREM OF VARIETIES WITH 𝜋1
ADMITTING BIG & REDUCTIVE REPRESENTATIONS

In this section, we prove Theorem G.

12.1. A structure theorem

Before going to prove this, we prepare the following generalization of a structure theorem for
quasi-projective varieties of maximal quasi-albanese dimension in Lemma 3.0.2.
Theorem 12.1.1. — Let 𝑋 be a smooth quasi-projective variety and let 𝑔 : 𝑋 → A × 𝑌 be a
morphism, where A is a semi-abelian variety and 𝑌 is a smooth quasi-projective variety such
that Spalg(𝑌 ) ⫋ 𝑌 . Let 𝑝 : 𝑋 → 𝑌 be the composition of 𝑔 : 𝑋 → A × 𝑌 and the second
projection A × 𝑌 → 𝑌 . Assume that 𝑝 : 𝑋 → 𝑌 is dominant and dim 𝑔(𝑋) = dim 𝑋 . Then after
replacing 𝑋 by a finite étale cover and a birational modification, there are a semiabelian variety
𝐴, a quasi-projective manifold 𝑉 and a birational morphism 𝑎 : 𝑋 → 𝑉 such that the following
commutative diagram holds:

𝑋 𝑉

𝐽 (𝑋)

𝑎

𝑗

ℎ

where 𝑗 is the logarithmic Iitaka fibration of 𝑋 and ℎ : 𝑉 → 𝐽 (𝑋) is a locally trivial fibration with
fibers isomorphic to 𝐴. Moreover, for a general fiber 𝐹 of 𝑗 , 𝑎 |𝐹 : 𝐹 → 𝐴 is proper in codimension
one.
Proof. — Consider the logarithmic Iitaka fibration 𝑗 : 𝑋 d 𝐽 (𝑋). We may replace 𝑋 by a
birational modification such that 𝑗 is regular. Write 𝑋𝑡 := 𝑗−1(𝑡).
Claim 12.1.2. — 𝑝(𝑋𝑡 ) is a point for very generic 𝑡 ∈ 𝐽 (𝑋).
Proof. — Since 𝑝 : 𝑋 → 𝑌 is dominant and Spalg(𝑌 ) ⫋ 𝑌 , we have 𝑝(𝑋𝑡 ) ⊄ Spalg(𝑌 ) for
generic 𝑡 ∈ 𝐽 (𝑋). Hence, 𝑝(𝑋𝑡 ) is of log general type for generic 𝑡 ∈ 𝐽 (𝑋). Now we take very
generic 𝑡 ∈ 𝐽 (𝑋). To show that 𝑝(𝑋𝑡 ) is a point, we assume contrary that dim 𝑝(𝑋𝑡 ) > 0. Then
𝜅(𝑝(𝑋𝑡 )) > 0. Since 𝜅(𝑋𝑡 ) = 0, general fibers of 𝑝 |𝑋𝑡

: 𝑋𝑡 → 𝑝(𝑋𝑡 ) has non-negative logarithmic
Kodaira dimension. By [Fuj17, Theorem 1.9] it follows that 𝜅(𝑋𝑡 ) ≥ 𝜅(𝑝(𝑋𝑡 )) > 0. We obtain
the contradiction. Thus 𝑝(𝑋𝑡 ) is a point. □

Let 𝛼 : 𝑋 → A be the composition of 𝑔 : 𝑋 → A × 𝑌 and the first projection A × 𝑌 → A.
Since dim 𝑋 = dim 𝑔(𝑋), one has dim 𝑋𝑡 = dim𝛼(𝑋𝑡 ) for general 𝑡 ∈ 𝐽 (𝑋) by Claim 12.1.2.
For very generic 𝑡 ∈ 𝐽 (𝑋), note that 𝜅(𝑋𝑡 ) = 0, hence by Proposition 1.2.3, the closure of 𝛼(𝑋𝑡 )
is a translate of a semi-abelian variety 𝐴𝑡 of A. Note that A has only at most countably many
semi-abelian subvarieties, it follows that 𝐴𝑡 does not depend on very general 𝑡 which we denote by
𝐵.
Claim 12.1.3. — There are

𝑋 ′ 𝑋

A′ A

𝛾 𝛼
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where the two rows are a finite étale cover 𝑋 ′ → 𝑋 and an isogeny A′ → A such that for a very
general fiber 𝐹 of the logarithmic Iitaka fibration 𝑗 ′ : 𝑋 ′ → 𝐽 (𝑋 ′) of 𝑋 ′, 𝛾 |𝐹 : 𝐹 → A′ is mapped
birationally to a translate of a semiabelian subvariety 𝐶 of A′, and the induced map 𝐹 → 𝐶 is
proper in codimension one.
Proof. — For a very general fiber 𝑋𝑡 of 𝑗 , we know that 𝛼 |𝑋𝑡

: 𝑋𝑡 → A factors through a
birational morphism 𝑋𝑡 → 𝐶 which is proper in codimension one and an isogeny 𝐶 → 𝐵. Let
A′ → A be the isogeny in Lemma 12.1.4 below such that 𝐶 ×A A′ is a disjoint union of 𝐶
and the natural morphism of 𝐶 → A′ is injective. It follows that for a connected component
𝑋 ′ of 𝑋 ×𝐴 A′, the fiber of 𝑋 ′ → 𝐽 (𝑋) at 𝑡 is a disjoint union of 𝑋𝑡 . Consider the quasi-Stein
factorisation of 𝑋 ′ → 𝐽 (𝑋) and we obtain an algebraic fiber space 𝑋 ′ → 𝐼 and a finite morphism
𝛽 : 𝐼 → 𝐽 (𝑋). Then for each 𝑡′ ∈ 𝐼 with 𝑡 = 𝛽(𝑡′), the fiber 𝑋 ′

𝑡 ′ of 𝑋 ′ → 𝐼 is isomorphic to 𝑋𝑡
hence it has zero logarithmic Kodaira dimension. By the universal property of logarithmic Iitaka
fibration, 𝑋 ′

𝑡 ′ is contracted by the logarithmic Iitaka fibration of 𝑋 ′ → 𝐽 (𝑋 ′). Since 𝜅(𝑋 ′) = 𝜅(𝑋)
by Lemma 3.0.1, it follows that 𝑋 ′ → 𝐼 is the logarithmic Iitaka fibration of 𝑋 ′. Moreover, by
our construction, for the natural morphism 𝛾 : 𝑋 ′ → A′, the induced map 𝛾 |𝑋′

𝑡′
: 𝑋 ′

𝑡 ′ → A′ is
mapped birationally to a translate of 𝐶 ⊂ A′, and proper in codimension one. □

We replace 𝑋 and A by the above étale covers. Write 𝑊 to be the closure of 𝛼(𝑋). Then 𝑊
is invariant under the action of 𝐶 by the translate. Denote by 𝑇 := 𝑊/𝐶. The natural morphism
𝑋 → 𝑇 contracts general fibers of 𝑗 . Therefore after replacing by a birational model of 𝑋 → 𝐽 (𝑋),
one has

𝑋 𝑊

𝐽 (𝑋) 𝑇

Consider the natural morphism 𝑎 : 𝑋 → 𝐽 (𝑋) ×𝑇 𝑊 . Then it is birational by the above claim.
Moreover, for a very general fiber 𝑋𝑡 , the morphism 𝑎 |𝑋𝑡

: 𝑋𝑡 → (𝐽 (𝑋) ×𝑇 𝑊)𝑡 is proper in
codimension one by Claim 12.1.3.

Set 𝑉 := 𝐽 (𝑋) ×𝑇 𝑊 . Let 𝑋 be a partial compactification of 𝑋 such that 𝑎 : 𝑋 → 𝑉 extends to
a proper morphism 𝑎̄ : 𝑋 → 𝑉 . Then Ξ := 𝑎̄(𝑋\𝑋) is a Zariski closed subset of 𝑉 . By the above
result for a very general fiber 𝑉𝑡 of the fibration 𝑉 → 𝐽 (𝑋) we know that 𝑉𝑡 ∩Ξ is of codimension
at least two in 𝑉𝑡 . By the semi-continuity it holds for a general fiber 𝑉𝑡 . Since 𝑋\𝑎̄−1(Ξ) ⊂ 𝑋 ,
we conclude that for a general fiber 𝑋𝑡 of 𝑋 → 𝐽 (𝑋), the morphism 𝑎 |𝑋𝑡

: 𝑋𝑡 → 𝑉𝑡 is proper in
codimension. The theorem is proved. □

Lemma 12.1.4. — Let 𝐴 be a semiabelian variety and let 𝐵 be a semiabelian subvariety of 𝐴. Let
𝐶 → 𝐵 be a finite étale cover. Then there is an isogeny 𝐴′ → 𝐴 such that 𝐶 ×𝐴 𝐴′ is a disjoint
union of 𝐶 and the natural morphism 𝐶 → 𝐴′ is injective.
Proof. — We may write 𝐴 = C𝑛/Γ where Γ is a lattice inC𝑛 such that there is a natural isomorphic
𝑖 : 𝜋1(𝐴) → Γ. Then there is a C-vector space 𝑉 ⊂ C𝑛 such that 𝐵 = 𝑉/𝑉 ∩ Γ. It follows that
𝑖(Im[𝜋1(𝐵) → 𝜋1(𝐴)]) = Γ ∩ 𝑉 . Since 𝐶 → 𝐵 is an isogeny, then 𝑖(Im[𝜋1(𝐶) → 𝜋1(𝐴)]) is
a finite index subgroup of Γ ∩ 𝑉 . Let Γ′ ⊂ Γ be the finite index subgroup such that Γ′ ∩ 𝑉 =

𝑖(Im[𝜋1(𝐶) → 𝜋1(𝐴)]). Therefore, for the semiabelian variety 𝐴′ := C𝑛/Γ′, the morphism
𝐶 → 𝐴 lifts to 𝐶 → 𝐴′, and it is moreover injective. Then the base change 𝐶 ×𝐴 𝐴′ is identified
with 𝐶 ×𝐵 𝐶, which is a disjoint union of 𝐶. The lemma is proved. □

Now we prove Theorem G (i), (ii), (iii), which we restate as follows.
Theorem 12.1.5 (= Theorem G (i)-(iii)). — Let 𝑋 be a quasi-projective normal variety and let
𝜚 : 𝜋1(𝑋) → GL𝑁 (C) be a reductive and big representation. Then
(i) the logarithmic Kodaira dimension satsifies 𝜅(𝑋) ≥ 0. Moreover, if 𝜅(𝑋) = 0, then 𝜋1(𝑋) is

virtually abelian.
(ii) There is a proper Zariski closed subset Ξ of 𝑋 such that each non-constant morphismA1 → 𝑋

has image in Ξ.
(iii) After replacing 𝑋 by a finite étale cover and a birational modification, there are a semiabelian

variety 𝐴, a quasi-projective manifold 𝑉 and a birational morphism 𝑎 : 𝑋 → 𝑉 such that the
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following commutative diagram holds:

𝑋 𝑉

𝐽 (𝑋)

𝑎

𝑗

ℎ

where 𝑗 is the logarithmic Iitaka fibration of 𝑋 and ℎ : 𝑉 → 𝐽 (𝑋) is a locally trivial fibration
with fibers isomorphic to 𝐴. Moreover, for a general fiber 𝐹 of 𝑗 , 𝑎 |𝐹 : 𝐹 → 𝐴 is proper in
codimension one.

Proof. — To prove the theorem we are free to replace 𝑋 by a birational modification and by a
finite étale cover thanks to Lemmas 1.6.1 and 6.2.5. We apply Lemma 9.0.1. Then by replacing 𝑋
with a finite étale cover and a birational modification, we obtain a smooth quasi-projective variety
𝑌 (might be zero-dimensional), a semiabelian variety A, and a morphism 𝑔 : 𝑋 → A × 𝑌 that
satisfy the following properties:

— dim 𝑋 = dim 𝑔(𝑋).
— Let 𝑝 : 𝑋 → 𝑌 be the composition of 𝑔 with the projective map A × 𝑌 → 𝑌 . Then 𝑝 is

dominant.
— Spalg(𝑌 ) ⫋ 𝑌 and Spp(𝑌 ) ⫋ 𝑌 .
Let us prove Theorem 12.1.5.(i). Let 𝛼 : 𝑋 → A be the composite of 𝑔 : 𝑋 → A × 𝑌

and the first projection A × 𝑌 → 𝑌 . Let 𝑍 be a general fiber of 𝑝. Then 𝛼 |𝑍 : 𝑍 → A
satisfies dim 𝑍 = dim𝛼(𝑍). It follows that 𝜅(𝑍) ≥ 0. By [Fuj17, Theorem 1.9] we obtain
𝜅(𝑋) ≥ 𝜅(𝑌 ) + 𝜅(𝑍). Hence 𝜅(𝑋) ≥ 0.

Suppose 𝜅(𝑋) = 0. Then 𝜅(𝑌 ) = 0. By Spalg(𝑌 ) ⫋ 𝑌 , we conclude that dim𝑌 = 0. Hence
dim𝛼(𝑋) = dim 𝑋 . By Lemma 3.0.3, 𝜋1(𝑋) is abelian. The first claim is proved.

Let us prove Theorem 12.1.5.(ii). Let 𝐸 ⫋ 𝑋 be a proper Zariski closed set such that 𝑔 |𝑋\𝐸 :
𝑋\𝐸 → A × 𝑌 is quasi-finite. Set Ξ = 𝐸 ∪ 𝑝−1(Spp(𝑌 )). Then Ξ ⫋ 𝑋 .

We shall show that every non-constant algebraic morphism A1 → 𝑋 has its image in Ξ. Indeed,
suppose 𝑓 : A1 → 𝑋 satisfies 𝑓 (A1) ⊄ Ξ. Since A does not contain A1-curve, the composite
𝛼 ◦ 𝑓 : A1 → A is constant. By 𝑝 ◦ 𝑓 (A1) ⊄ Spp(𝑌 ), 𝑝 ◦ 𝑓 : A1 → 𝑌 is constant. Hence
𝑔 ◦ 𝑓 : A1 → A × 𝑌 is constant. By 𝑓 (A1) ⊄ 𝐸 , 𝑓 is constant. Thus we have proved that every
non-constant algebraic morphism A1 → 𝑋 has its image in Ξ.

Finally Theorem 12.1.5.(iii) follows from Theorem 12.1.1. □

Remark 12.1.6. — If we assume the logarithmic abundance conjecture: a quasi-projective man-
ifold is A1-uniruled if and only if 𝜅(𝑋) = −∞, then it predicts that 𝜅(𝑋) ≥ 0 if there is a big
representation 𝜚 : 𝜋1(𝑋) → GL𝑁 (C), which is slightly stronger than the first claim in Theo-
rem 12.1.5. Indeed, since 𝜚 is big, 𝑋 is not A1-uniruled and thus 𝜅(𝑋) ≥ 0 by this conjecture.

12.2. A characterization of varieties birational to semi-abelian variety

In [Yam10], the third author established the following theorem: Let 𝑋 be a smooth projective
variety equipped with a big representation 𝜚 : 𝜋1(𝑋) → GL𝑁 (C). If 𝑋 admits a Zariski dense
entire curve, then after replacing 𝑋 by a finite étale cover, its Albanese morphism 𝛼𝑋 : 𝑋 → A𝑋

is birational.
In Theorem G.(iv) we state a similar result for smooth quasi-projective varieties 𝑋 , provided

that 𝜚 is a reductive representation.
Proposition 12.2.1 (=Theorem G.(iv)). — Let 𝑌 be an ℎ-special or special quasi-projective
manifold. If 𝜚 : 𝜋1(𝑌 ) → GL𝑁 (C) is a reductive and big representation, then there is a finite étale
cover 𝑋 of 𝑌 such that the quasi-Albanese morphism 𝛼 : 𝑋 → A is birational and the induced
morphism 𝛼∗ : 𝜋1(𝑋) → 𝜋1(A) is an isomorphism. In particular, 𝜋1(𝑌 ) is virtually abelian.
Proof. — By Lemma 11.1.1 𝛼 is dominant with connected general fibers. Since 𝜚 is reductive, by
Theorem E, there is a finite étale cover 𝑋 of 𝑌 such that 𝐺 := 𝜚(𝜋1(𝑋)) is abelian and torsion free.
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It follows that 𝜚 factors through 𝐻1(𝑋,Z)/torsion. Since 𝛼∗ : 𝐻1(𝑋,Z)/torsion → 𝐻1(A,Z) is
isomorphic, 𝜚 further factors through 𝐻1(A,Z).

𝜋1(𝑋) 𝐺

𝐻1(𝑋,Z)/torsion

𝜋1(A) 𝐻1(A,Z)

𝜌

𝛼∗

=

𝛽

From the above diagram for every fiber 𝐹 of 𝛼, 𝜚(Im[𝜋1(𝐹) → 𝜋1(𝑋)]) is trivial. Since 𝜚 is big,
the general fiber of 𝛼 is thus a point. Hence 𝛼 is birational. Since 𝛼 : 𝑋 → A is 𝜋1-exact by
Proposition 11.4.2, it follows that 𝛼∗ : 𝜋1(𝑋) → 𝜋1(A) is an isomorphism. □

Remark 12.2.2. — We would like to point out that Proposition 12.2.1 is a sharp result:
— In contrast to the projective case which was proven in [Yam10], we require additionally 𝜚 to

be reductive for the result to hold.
— Unlike the situation described in Lemma 3.0.2, we cannot expect that the quasi-Albanese

morphism 𝛼 : 𝑋 → A is proper in codimension one.
In the next subsection, we will provide examples to illustrate the above points.

12.3. Remarks on Proposition 12.2.1

In this subsection, we will provide examples to demonstrate the facts in Remark 12.2.2.
Lemma 12.3.1. — Let 𝑋 be the smooth quasi-projective surface constructed defined in Exam-
ple 11.8.1. Then

— the variety 𝑋 is a log Calabi-Yau variety, i.e. there is a smooth projective compactification
𝑋 of 𝑋 with 𝐷 := 𝑋\𝑋 a simple normal crossing divisor such that 𝐾

𝑋
+ 𝐷 is trivial. In

particular, 𝜅(𝑋) = 0.
— The fundamental group 𝜋1(𝑋) is linear and large, i.e. for any closed subvariety 𝑌 ⊂ 𝑋 , the

image Im[𝜋1(𝑌norm) → 𝜋1(𝑋)] is infinite.
— The quasi-Albanese morphism of 𝑋 is a fibration over an elliptic curve 𝐵 with fibers C∗.

— For any finite étale cover 𝜈 : 𝑋 → 𝑋 , its quasi-Albanese morphism 𝛼
𝑋

: 𝑋 → A
𝑋

is a
surjective morphism to an elliptic curve A

𝑋
.

Proof. — By the construction of 𝑋 in Example 11.8.1, there exists a holomorphic line bundle
𝐿 over an elliptic curve 𝐵 such that 𝑋 = 𝐿\𝐷1 where 𝐷1 is the zero section of 𝐿. Denote by
𝑋 := P(𝐿∗ ⊕ O𝐵) which is a smooth projective surface and write 𝜉 := O

𝑋
(1) for the tautological

line bundle. Denote by 𝜋 : 𝑋 → 𝐵 the projection map. Then O
𝑋
(𝐷1) = 𝜋∗𝐿 + 𝜉. Denote by

𝐷2 := 𝑋\𝐿. Then O
𝑋
(𝐷2) = 𝜉. Note that 𝐾

𝑋
= −2𝜉 + 𝜋∗(𝐾𝐵 + det(𝐿∗ ⊕ O𝐵)). It follows that

𝐾
𝑋
+ 𝐷1 + 𝐷2 = O

𝑋
. The first claim follows.

By the Gysin sequence, we have

0 → 𝐻1(𝐵,Z) 𝜋∗→ 𝐻1(𝑋,Z) → 𝐻0(𝐵,Z)
·𝑐1 (𝐿)→ 𝐻2(𝐵,Z) → 𝐻2(𝑋,Z) → 𝐻1(𝐵,Z) → · · ·

(12.3.0.1)

where 𝜋 : 𝑋 → 𝐵 is the projection map. By the functoriality of the quasi-Albanese morphism, we
have the following diagram

𝑋 𝐵

A𝑋 A𝐵

𝜋

𝛼𝑋 𝛼𝐵≃
≃



12.3. REMARKS ON ?? 111

where 𝛼𝑋 and 𝛼𝐵 are (quasi-)Albanese morphisms of 𝑋 and 𝐵 respectively. By Remark 11.8.4, we
know that 𝑐1(𝐿) ≠ 0. It follows from (12.3.0.1) that 𝜋∗ : 𝐻1(𝐵,Z) → 𝐻1(𝑋,Z) is an isomorphism,
and thus A𝑋 → A𝐵 is an isomorphism. Since 𝐵 is an elliptic curve, 𝛼𝐵 : 𝐵 → A𝐵 is also an
isomorphism. It proves that 𝜋 coincides with the quasi-Albanese morphism 𝛼𝑋.

We will prove that 𝜋1(𝑋) is large. Since 𝜋1(𝑋) is infinite, it suffices to check all irreducible
curves 𝑌 of 𝑋 . If 𝑌 is a fiber of 𝜋, then 𝑌 ≃ C∗ and the claim follows from the exact sequence

0 = 𝜋2(𝐵) → 𝜋1(C∗) → 𝜋1(𝑋) → 𝜋1(𝐵).
If 𝑌 is not a fiber of 𝜋, then 𝜋 |𝑌 : 𝑌 → 𝐵 is a finite morphism, and thus by Lemma 1.6.2
Im[𝜋1(𝑌norm) → 𝜋1(𝐵)] is a finite index subgroup of 𝜋1(𝐵) which is thus infinite. It follows that
Im[𝜋1(𝑌norm) → 𝜋1(𝑋)] is infinite.

Let us prove the last assertion. It is important to note that 𝜈∗ : 𝐻1(𝑋,C) → 𝐻1(𝑋,C) is
injective with a finite cokernel. From this, we deduce that dimC 𝐻1(A

𝑋
,C) = dimC 𝐻1(𝑋,C) =

dimC 𝐻1(𝑋,C) = 2. Therefore, A
𝑋

is either an elliptic curve or (C∗)2. However, it is worth
noting that 𝜈 induces a non-constant morphism A

𝑋
→ A𝑋 = 𝐵. This implies that A

𝑋
cannot be

(C∗)2. To see this, consider the algebraic morphism from C∗ to an elliptic curve 𝐵, which can be
extended to P1 = C∗ ∪ {0,∞}. This extension must be constant, ruling out the possibility of A

𝑋

being (C∗)2. □

The above lemma shows that Proposition 12.2.1 does not hold if 𝜚 is not reductive.
Lemma 12.3.2. — Let 𝑋 be the quasi-projective surface constructed in Example 3.0.6, which is
special and ℎ-special. Then

— for the quasi-Albanese morphism 𝛼 : 𝑋 → A𝑋, 𝛼∗ : 𝜋1(𝑋) → 𝜋1(A𝑋) is an isomorphism.
— 𝜋1(𝑋) is linear reductive and large.
— For any finite étale cover 𝜈 : 𝑋 → 𝑋 , its quasi-Albanese morphism 𝛼

𝑋
: 𝑋 → A

𝑋
is

birational but not proper in codimension one.
Proof. — We will use the notations in Example 3.0.6. The first statement follows from Proposi-
tion 12.2.1.

We aim to show that 𝜋1(𝑋) is large. Since A𝑋 is positive-dimensional by the construction of
𝑋 , the first statement implies that 𝜋1(𝑋) is infinite. Thus, it suffices to check all irreducible curves
𝑌 of 𝑋 . Consider the projection maps 𝑞1 : 𝑋 → 𝐶1 and 𝑞2 : 𝑋 → 𝐶2 where 𝐶1 and 𝐶2 are two
elliptic curves constructed in Example 3.0.6. Since 𝑋 → 𝐶1 × 𝐶2 is birational, 𝑞𝑖 |𝑌 : 𝑌 → 𝐶𝑖 is
dominant for some 𝑖 = 1, 2. By Lemma 1.6.2, for some 𝑖 = 1, 2, Im[𝜋1(𝑌norm) → 𝜋1(𝐶𝑖)] is a
finite index subgroup of 𝜋1(𝐶𝑖) which is thus infinite. It follows that Im[𝜋1(𝑌norm) → 𝜋1(𝑋)] is
infinite. Since 𝜋1(A𝑋) is an abelian group, it follows that 𝜋1(𝑋) is linear reductive and large.

Since 𝑋 is special and ℎ-special, we know from Proposition 12.2.1 that its quasi-Albanese
morphism 𝛼 : 𝑋 → A𝑋 is birational. Moreover, by the construction of 𝑋 in Example 3.0.6, we
note that there is a birational morphism 𝑔 : 𝑋 → 𝐴 where 𝐴 = 𝐶1 × 𝐶2 is an abelian variety.
Therefore, 𝑔 coincides with 𝛼. We further observe that 𝑔(𝑋) ⊂ (𝐶1 − 0) ×𝐶2 ∪ (0, 0). As a result,
it is not proper in codimension one.

Let us prove the last assertion. Since 𝜋1(𝑋) is a finite index subgroup of 𝜋1(A𝑋) and 𝛼∗ :
𝜋1(𝑋) → 𝜋1(A𝑋) is an isomorphism, we can consider a finite étale cover Â → A𝑋 associated
with the finite index subgroup 𝛼∗(𝜋1(𝑋)) of 𝜋1(A𝑋). Then Â is also an abelian variety and there
exists a morphism 𝑓 : 𝑋 → Â satisfying the following commutative diagram

𝑋 𝑋

Â A𝑋

𝜋

𝑓 𝛼

As 𝛼 is birational, we have 𝑋 = 𝑋 ×A𝑋
Â which implies that 𝑓 is birational but not proper is

codimension one as 𝛼 is not proper is codimension one. Furthermore, since 𝑓∗ : 𝜋1(𝑋) → 𝜋1(Â) is
an isomorphism, we conclude that 𝑓 coincides with the quasi-Albanese morphism 𝛼

𝑋
: 𝑋 → A

𝑋
.

This completes the proof of the last claim. □
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The above lemma shows that in Proposition 12.2.1 we cannot expect that the quasi-Albanese
morphism is proper in codimension one.
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